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FACULTAD DE INGENIERÍA - PROGRAMA DE DOCTORADO EN
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Abstract

The dynamic and static behavior of fluids in contact with a solid substrate at the nanoscale
has been the subject of intense study during the last two decades due to its important role
in medicine, biology and engineering. Moreover, advances in fabrication techniques are mak-
ing possible the design and development of functional nanofluidic devices with unprecedented
capabilities based on the unique dynamical, structural, electrokinetic, mechanical and thermal
properties of nanocofined fluids. Therefore, in order to fabricate these highly accurate systems
and design its functional parts, a fundamental understanding of the transport of fluids inside
basic nanostructures is required.

In this thesis, molecular dynamic simulations are employed to investigate the transport of
fluids in nanoconduits, addressing different physical transport mechanisms for driving water
flows. Nanoscale capillarity is studied as the mechanism inherent in the filling of fluids at
the entrance of hydrophilic channels. The atomistic description of the capillary filling process
confirms that spontaneous imbibition follows a purely inviscid flow regime with constant velocity
during the very first stage of imbibition. Thereafter, the capillary filling kinetics evolves to a
developing flow where the capillary force is balanced by contributions from inertia and viscous
drag losses.

A fundamental analysis of the thermophoretic motion of water droplets in carbon nanotubes
(CNTs) is also developed within this thesis, focusing on the relation between the advancing
velocity of the droplet, the thermophoretic force, and the retarding friction force at the wall.
The results indicate that the thermophoretic force is not velocity dependent while the friction
force increases linearly with the droplet speed. Furthermore, we find that the magnitude of the
thermophoretic force is determined by the imposed thermal gradient and the particular length
of the droplet. These conclusions provide further insight into the water transport through CNTs
with implications in nanosensors, CNT membranes and molecular sieving processes. Finally, the
capability of CNTs subjected to a thermal gradient to sustain continuous and fast water transport
is investigated. Therefore, by exploiting the thermal fluctuations inherent in the molecular scale,
a nanomotor based on the thermal Brownian ratchet concept is proposed. The device consists of
a single-wall CNT filled with water and including fixed points along the carbon nanotube under
an imposed thermal gradient. The mechanisms driving the fluid flow are thermally induced
asymmetric oscillations along the CNT, which propel the fluid in a constant, whip-like motion.
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Resumen

El comportamiento dinámico y estático de fluidos en contacto con un substrato en la nanoescala
ha sido sujeto de un intensivo estudio durante las últimas dos décadas debido a su relevancia
en medicina, bioloǵıa e ingenieŕıa. Del mismo modo, los avances en técnicas de fabricación
están haciendo posible el diseño y desarrollo de dispositivos nanoflúıdicos con capacidades sin
precedentes, basados en las extraordinarias propiedades dinámicas, térmicas y eletrocinéticas
de los fluidos nanoconfinados. En consecuencia, con el fin de fabricar estos sistemas altamente
precisos, y diseñar sus partes funcionales, es que el entendimiento fundamental del transporte de
fluidos al interior de nanoestructuras es necesario.

En esta tesis se utilizaron simulaciones de dinámica molecular para investigar el transporte
de fluidos en nanoconductos, analizando diferentes mecanismos de transporte para impulsar flujo
de agua. Se estudió el fenómeno de capilaridad en la nanoescala como el mecanismo inherente
en el llenado de canales hidrof́ılicos en etapas tempranas. La descripción atomı́stica del llenado
capilar confirma que la entrada espontánea sigue un régimen puramente inercial descrito por una
velocidad constante durante sus primeros instantes de llenado. Posteriormente, el llenado capilar
adquiere un flujo desarrollado en el cual la fuerza capilar es balanceada por las contribuciones
de disipación viscosa y el momento inercial.

En esta tesis también se realizó un análisis fundamental del movimiento termoforético de gotas
de agua confinadas en nanotubos de carbono (CNTs), con especial énfasis en la relación entre la
velocidad de avance de la gota de agua y las contribuciones de la fuerza termoforética y la fuerza
de fricción en la pared. Los resultados obtenidos indican que la fuerza termoforética no depende
de la velocidad de avance de la gota, mientras que la fuerza de fricción incrementa linealmente
con esta velocidad. En esta investigación se encontró además que la magnitud de la fuerza
termoforética es determinada por el gradiente de temperatura impuesto y el largo particular de
la gota. Estos resultados entregan un mayor entendimiento sobre el fenómeno de termofóresis en
gotas de agua confinadas en CNTs, con implicaciones en el desarrollo de nanosenores, membranas
de filtración y procesos de separación. Finalmente, en esta tesis se estudió la capacidad de los
CNTs para conducir un movimiento continuo de agua mediante la aplicación directa de un
gradiente de temperatura. Para ello se ha propuesto un nanomotor basado en el concepto de
motor térmico Browniano el cual aprovecha las fluctuaciones térmicas inherentes en esta escala
molecular. El dispositivo consiste en un CNT de capa simple, completamente lleno de agua, con
puntos fijos espećıficos a lo largo del nanotubo de carbono más un gradiente de temperatura
impuesto axialmente. En este dispositivo, el mecanismo que impulsa el fluido son las oscilaciones
térmicas asimétricas inducidas a lo largo del CNT, las cuales rectifican el movimiento del fluido
en un movimiento constante de tipo “latigo”.
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Chapter 1

Introduction

The dynamic and static behavior of fluids in contact with a solid substrate at the nanoscale has
been the subject of intense study during the last decades due to the its importance in numerous
industrial and natural processes, such as water distribution in soil by porous media [1, 2], fluid
behavior in biological systems [3, 4], or filling in microfluidic channels [5, 6]. In fact, because of
the nanotechnological revolution at the hands of constant miniaturization, manipulating fluids
at the nanoscale has become relevant. Nanoscale devices, or nanodevices, such as Lab-On-a-
Chip [3, 5, 7] or DNA chips [8–10] are examples of that ongoing size reduction trend. Therefore,
in order to fabricate these highly accurate devices and design its functional parts, a comprehensive
understanding of the behavior of fluids at the nanoscale is necessary [11].

At the molecular level, owing to the relevance of the intermolecular interactions such as the
electrostatic forces or the steric repulsion, fluids under confinement experience spatial distribu-
tions departing from the classic bulk behavior [12]. Furthermore, thermal fluctuations become
relevant at this length scale, being an important factor when the collective behavior of fluids
is analyzed [13, 14]. Therefore, classical macroscopic properties such as viscosity, density or
conductivity are distorted from the continuum framework, showing spatial distributions or de-
picting unexpected behaviors [14–16]. These arguments suggest that the dynamic behavior of
fluids at the nanoscale cannot be treated according to the classical framework of continuum
hydrodynamics.

In order to generate a continuous fluid flow in nanoscale devices, several mechanism has been
proposed, such as pressure gradients [17], electrokinetic transport [18, 19] and thermal gradi-
ents [20, 21]. Among these mechanisms, the application of temperature gradients is highlighted
because it takes advantage of the thermal fluctuations inherent in the molecular scale [22]. More-
over, the application of two temperatures to generate a thermal gradient in a system is experi-
mentally feasible and effortless in comparison to other mechanisms [23,24]. However, a nanoscale
device capable of supplying a continuous water flow by imposing thermal gradients has not yet
been proposed experimentally. This is mainly explained because the understanding of the fluid
behavior at the nanoscale is still in progress and the fundamental investigations that evaluate
the rectification of fluid flows by taking advantage of the thermal fluctuations are very few. The
rectification of fluid motion by using thermal gradients is based on the Smoluchowski-Feynman
ratchet concept. This molecular ratchet concept state that in order to produce useful work from
the random motion of molecules, two conditions need to be satisfied: (i) the breaking of spatial
symmetry and (ii) the breaking of thermal equilibrium [25, 26]. Following these two concepts,
the thermophoresis mechanism is also described. This phenomenon occurs when a solid particle,
or liquid cluster, is subjected to a thermal gradient in a surrounding medium, triggering a di-
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rected motion of the object. Therein, the momentum transfer in the hot side of the solid particle
overcome the transfer momentum from the cold side, generating a net motion towards the cold
side.

Computational simulations of molecular systems have proven to be a powerful and revealing
tool for the study of the individual and collective behavior of atoms and molecules. The Nobel
Prize of chemistry in 2013 for “the development of multiscale models for complex chemical sys-
tems”, awarded jointly to Martin Karplus, Michael Levitt and Arieh Warshel is a demonstration
of that fact. Computational simulations have served to explain and to interpret behaviors that
experimental research, due to the limitation of the length scale and the high costs associated,
cannot attain. In addition, with the correct scientific basis and detailed justification, investiga-
tions performed with computational simulations can make a leap forward in terms of scientific
advance. Thus, disclosing behaviors that can be useful for the manufacture and performance of
novel technological applications.

In this thesis, the computational technique of molecular dynamics is employed to investigate
the transport of fluids in nanoconduits at different stages. The capillary phenomenon is studied
at the entrance of hydrophilic channels. The atomistic description of the capillary filling process
on its earliest time stages delivers a complete characterization of the kinetics of imbibition in
nanodevices. A fundamental analysis of the thermophoretic movement in carbon nanotubes is
also developed on this thesis. The direct motion of a water droplet inside a carbon nanotube is
analyzed, focusing on the relation between the advancing thermophoretic velocity of the droplet
and the retarding friction force at the wall. The results of this investigation indicate that the
thermophoretic force is not velocity dependent while the friction force increases linearly with the
droplet speed. Finally, in order to contribute to the investigation of nanoscale devices capable
of supplying a continuous fluid flow by imposing thermal gradients, a nanomotor based on the
thermal Brownian ratchet concept is proposed. The device consists of a single-wall CNT filled
with water and strategic fixed points along the carbon nanotube. The proposed thermal Brownian
motor is able to pump continuous flows with average velocity up to 5 m/s. Other devices based in
the Smoluchowski-Feynman ratchet concept are also proposed within this thesis. The hypotheses
and objectives of this thesis are presented in the following.

1.1 Hypotheses

• The capillary filling of water in hydrophilic channels, with at least one dimension in the
nanometric scale, can be classified within the different capillary regimes of imbibition pro-
posed in the literature. Moreover, during the capillary filling, an air gas overpressure in
front of the advancing meniscus is observed.

• Considering the dynamic behavior in the thermophoretic motion of a water droplet inside
carbon nanotubes, a dependency of the thermophoretic force with the advancing velocity
is expected.

• A nanomotor based on the thermal Brownian ratchet concept is capable to perform fast
and continuous water flow through a nanoconduit.
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1.2 Objectives

1.2.1 General Objectives

Using molecular dynamics simulations, different physical transport mechanism for driving water
flow in nanoconduits are studied. The main goal of this investigation is to deliver a further
understanding of the fluid behavior at the nanoscale which is imperative for the development of
a new generation of nanofluidic devices.

1.2.2 Specific Objectives

• Analyzing the capillary action of water in silica nanochannels at early stages of imbibition
surrounded by air gas.

• Studying the kinetics associated with thermophoresis of water nanodroplets confined inside
single wall carbon nanotubes and their interplay with the solid–liquid friction force.

• Proposing a thermal Brownian motor which enables a continuous water flow through a
carbon nanotube by imposing an axial thermal gradient along its surface.
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Chapter 2

Transport Mechanisms

Nature, from its inherent processes or phenomenons, holds up this world and the universe into
its harmonic functioning. As rational thinking human beings, we have led to the analysis and
categorization of each of these processes according to our perspectives. Perspectives that have
evolved along with knowledge and scientific development.

In nature, fluids experience motion given by different conditions: two reservoirs at different
pressures, different concentrations of solute or the presence of an electric field, for example. Due
to the different conditions and applicability, many of those mechanisms are still the subject
of incessant research. Nowadays, owing to the nanotechnological revolution and the incessant
miniaturization of length scale, many of these transport mechanisms need to be analyzed and
characterized in dimensions never studied before [27,28].

In this chapter, the main transport mechanisms involved in this thesis are discussed. These
phenomenons will be described in physical terms within a historical context and will serve to
define the conceptual framework and establish the scope of this thesis. The first transport mech-
anism to be discussed is the capillary filling in nanochannels, subsequently the thermophoresis
phenomenon, and finally the thermal Brownian ratchet concept to produce useful work from the
random fluctuation of molecules.

2.1 Capillarity

Capillarity, or capillary action, is the ability of fluids to travel in narrow spaces due to the action
of the free surface of the liquid in contact with an attractive solid. This phenomenon has been
studied for centuries, and the first studies are often attributed to Leonardo da Vinci [29, 30].
However, the first recorded study was made by Robert Boyle in 1660 [30]. Then, the capillary
action was analyzed by Newton and Hauksbee in 1712 [31–33], studied by Jurin in 1717 [34] and
explained by Young in 1805 [35] and Laplace in 1806 [36].

In general, capillarity is understood as a competition between the cohesion of the fluid and
the adhesion of the liquid with the solid. In other words, how the intermolecular forces of the
atoms or molecules in the liquid are related with the molecular interaction between the atoms
of the liquid and the atoms at the interface of the solid wall. These concepts and a further
explanation of the definitions that account for capillarity, such as surface tension or capillary
pressure, are discussed in the following.
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2.1.1 Surface Tension

The surface tension is the concept that arise when an interface is discussed. This concept was
first introduced to explain the curvature of droplets with a macroscopic smooth shape [36]. With
the development of the molecular theory, the surface tension concept evolved to include the
molecular interactions [37]. In general, the surface tension is defined as the change of energy per
unit area. For example, if two flat liquids of the same substance and surface area are separated by
a minimum distance, the work done (or the energy involved) to join these two liquids describe the
surface tension of the substance (see Figure 2.1), which will differ depending on the substance.
This change of energy per area also describe the surface tension between two different substances
and different phases. From statistical thermodynamics, depending on whether the system under
study is at constant volume, V , or constant pressure, p, the definitions of the surface tension are,

γ ≡

(
∂Ã

∂A

)
V,T

; γ ≡
(
∂G

∂A

)
p,T

(2.1)

where Ã is the Helmholtz free energy, G the Gibbs free energy, and T the temperature of the
system. Equation 2.1 serve as a general definition of the surface tension. Nevertheless, from a
practical point of view, the mechanical statistical approach, in terms of the pressure tensor, is
more appropriate. From a planar interface, the surface tension can be obtained as an integral over
the difference of the uniform normal pressure Pn and tangential Pt components of the pressure
tensor across the interface [38,39],

γ =

∫
[Pn(z)− Pt(z)] dz (2.2)

where z is the direction parallel to the normal of the interface surface. This approach has some
implications on the shape of the interface being analyzed and where the surface interface is
defined (dividing surface), leading to a controversial and not fully understood curvature effects
on the surface tension [39–42].

From the mechanical point of view, the surface tension can be regarded as an attractive
force tangent to the surface or parallel to the interface [43]. However, nonequilibrium and rate-
dependent interactions lead to hysteresis effects, where very different paths and forces can be
experienced depending on the rates at which surfaces are moved. These processes lead to very
different forces, but the net energy change is the same [37].

Figure 2.1: Sketch of the work done by joining two flat fluids describing the surface tension
(Reprinted from ref. [37]).
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2.1.2 Capillary pressure

Young in 1805 [35] and Laplace in 1806 [36], independently described the capillary action and
the cohesion of the fluids in a curved surface in terms of an acting pressure in the interface. Since
the concept of a gradual interface between the liquid and vapor phase was developed in the 20th
century, Young and Laplace studied the interface from the macroscopic view of a smooth and
sharp surface.

The concept of a pressure arises from Newton’s third law. Considering a spherical droplet, if
a “superficial cohesive” force contracts the droplet (surface tension), an opposite reaction force
is expected to maintain the equilibrium of the droplet. Thus, according to Young and Laplace,
the pressure difference between the reactive force per surface area and the outside vapor pressure
is proportional to the tension and inversely proportional to its radius. In the general form, this
pressure difference is [44],

Pl − Pv = γ

(
1

R1
+

1

R2

)
(2.3)

where R1 and R2 are the two local radii of curvature in the planes perpendicular to the normal of
the surface. In this way, the Young-Laplace equation relates the pressure in the interface with the
radius of curvature. For example, in a flat surface, according to equation 2.3, the Young-Laplace
pressure is zero. Furthermore, some considerations must be taken when the curvature is either
positive (convex) or negative (concave), leading to a positive pressure difference or negative.

2.1.3 Contact angle

In theory of surfaces, by considering a system with three different phases, the angle that appears
in the contact line where the three immiscible phases meet, is called the contact angle. The most
fundamental example is a droplet in contact with a solid wall as shown in Figure 2.2.a, where
the contact angle is defined as the tangent of the circumferential shape of the droplet in the limit
with the solid.

Figure 2.2: (a) Representation of the contact angle of a droplet in equilibrium with a solid
surface. The angle in the tangential three-phase limit is the contact angle. (b) Differential area
extension in the three-phase limit. Source: Own elaboration.

The contact angle is a macroscopic observable that describes the equilibrium state of the
three phases in a system, which is fundamental to understand the surface interactions and the
capillary action. For a droplet on a solid wall, the three interfaces involved are the solid-liquid,
liquid-gas and gas-solid, leading to a thermodynamic equilibrium of the surface tensions γsl, γlg
and γsg. The energy balance at equilibrium for the Gibbs energy is,
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δG = δGsl + δGlg + δGgs = 0 (2.4)

Then, by considering a differential increased area in a wall of length l and depth w, as depicted
in Figure 2.2.b, and the definition of surface tension from equation 2.1, thus

γsl(wδl) + γlg(wδl cos θ) + γgs(wδl) = 0 (2.5)

By rearranging the contact angle, the Young’s equation is obtained

cos θ =
γsg − γsl
γlg

(2.6)

As a consequence of a curved interface in a capillary tube, the capillary or Laplace pressure
arise due to imbalance generated as the tensioned interface is curved by the wettability action.
In this process, the surface tension of the liquid-vapor acts as a force parallel to the interface
contracting the meniscus, whereas the solid-liquid surface tension attracts the liquid to the solid.
At steady state, the capillary pressure due to the curvature, results in a force opposing to the
normal of the meniscus interface, pulling the fluid in a motion known as capillary action. The
force balance in the capillary front is performed in the next section, with a description of the
different regimes presented in capillarity.

2.1.4 Capillary regimes

At the begging of the 20th century, two researchers independently described the dynamics of the
capillary action. Lucas in 1918 [45] and Washburn in 1921 [46] solved a mathematical model,
based on the Poiseuille flow, describing the filling velocity of a fluid in a capillary. This equation
comes from a pseudo-steady state balance between the viscous forces or the drag that comes
from the walls, and the capillary forces that pull the fluid according to Young-Laplace. The
Lucas-Washburn equation has been widely used in the study of capillarity [47–49]. However,
this equation predicts an infinite velocity at very short times, as discussed below, thus it cannot
be applied at early stages of the capillary filling. Recent studies [50–54] have proposed that
the dynamic of the capillary filling can be divided in different regimes wherein the viscous and
capillary forces dominates at different filling stages.

Figure 2.3: Schematic of the capillary filling in an infinite parallel walls system. Source: Own
elaboration.

In order to describe the capillary regimes, a general force balance in the capillary front will
be performed, according to the schematic of Figure 2.3. This force balance is mainly based in the
work of Xiao et al. [55] who performed a capillary force balance by taking into account the analysis
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of previous works [51,56]. The force balance developed in the following is performed in a parallel
plates system, as shown in Figure 2.3, where the depth of the channel, w, is assumed infinite.
Considering a deformable control volume inside the channel (grey area in Figure 2.3) [55, 57]
and by neglecting gravity, the only forces acting in the fluid are the capillary force and viscous
forces [50,51,55], thus,

d(m 〈vx〉)
dt

= Fcap + Fvis (2.7)

Due to the development of a velocity profile in the flow, the average condition 〈vx〉 of the
velocity profile is assumed as the representation of the capillary motion. The left-hand side of
equation 2.7 is expanded using the chain rule,

d(m 〈vx〉)
dt

= m
d 〈vx〉
dt

+ 〈vx〉
dm

dt
(2.8)

Assuming a fully developed parabolic profile with no-slip (Poiseuille flow profile), the velocity
vx is [55, 56],

vx =
3

2

dl

dt

(
1−

( z
h

)2)
(2.9)

where dl/dt is the rate of progression of the meniscus. The assumption of a fully developed
velocity profile in the analysis constitutes an approximation, whose accuracy must be considered
when regions near the entrance and the flow front are analyzed. The average of the velocity is
computed as,

〈vx〉 =

∫ h

−h

∫ w

0
vxdydz∫ h

−h

∫ w

0
dydz

(2.10)

=

3

2

dl

dt
w

[
z|h−h −

1

h2
z3

3

∣∣∣∣h
−h

]
2wh

(2.11)

=

3

2

dl

dt
w

[
2h− 2

3
h

]
2wh

(2.12)

leading to an average velocity equal to the advancing meniscus rate,

〈vx〉 =
dl

dt
(2.13)

Thus, considering that the fluid is incompressible, m = V ρ = 2hwlρ, then equation 2.8 is ,

d(m 〈vx〉)
dt

= 2hwlρ
d2l

dt2
+
dl

dt

d(2hwlρ)

dt
(2.14)

d(m 〈vx〉)
dt

= 2hwρ

(
l
d2l

dt2
+

(
dl

dt

)2
)

(2.15)
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The capillary force in the right-hand side of equation 2.7 is computed from the Young-Laplace
equation (see section 2.1.2) in the differential area of the interface. The pressure in the liquid is
then the Young-Laplace pressure due to the curvature minus the pressure immediately outside
the interface, or vapor pressure,

Fcap =

∫∫
(∆Pcap + p0) dydz (2.16)

From the schematic of Figure 2.3, the curvature radii are

R1 =
h

cos θ
; R2 =

w

2
(2.17)

From equation 2.3, the Young-Laplace pressure is,

∆Pcap = γ

(
cos θ

h
+

2

w

)
(2.18)

Considering that the y-dimension is infinite, w →∞,

∆Pcap =
γ cos θ

h
(2.19)

Assuming an experiment in vacuum, and neglecting the vapor pressure at normal working
temperatures, the capillary force is then,

Fcap =

∫ h

−h

∫ w

0

γ cos θ

h
dydz (2.20)

Note that h in the function to integrate is not a variable in z, it is a constant that defines
the curvature radius (see eqn. 2.17 and Fig. 2.3). Thus, by integrating the equation 2.20,

Fcap = 2wγ cos θ (2.21)

Under the assumption of a fully developed velocity profile (eqn. 2.9) and considering a New-
tonian fluid, the viscous forces in the right-hand of equation 2.7 is computed as [55,56],

Fvis = 2

∫ w

0

∫ l

0

(
µ
dvx
dz

)
±h
dxdy (2.22)

where µ is the viscosity of the fluid. By deriving vx from equation 2.9, and evaluating at ±h in
the limit with the walls,

dvx
dz

= −3

h

dl

dt
(2.23)

and replacing 2.23 in 2.22 and integrating,

Fvis = −6µl
w

h

dl

dt
(2.24)
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Finally, replacing equations 2.15, 2.21 and 2.24 into the general force balance (eqn, 2.7),

2hwρ

(
l
d2l

dt2
+

(
dl

dt

)2
)

= 2wγ cos θ − 6µl
w

h

dl

dt
(2.25)

By rearranging the previous equation and considering that the height of the channel is H =
2h, the dynamic equation of the capillary flow in infinite parallel plates is obtained,

ρ

(
l
d2l

dt2
+

(
dl

dt

)2
)

=
2γ cos θ

H
− 12µl

H2

dl

dt
(2.26)

Viscous Regime or Washburn Regime

The viscous or Washburn regime is characterized for describing the classic dynamic motion
of capillarity: an advancing meniscus with a displacement proportional to the square root of
time. In this regime, the capillary flow is dominated by the capillary and viscous forces in a
pseudo-steady state [51]. Here, the capillary force that pull the fluid, is balanced by the viscous
dissipation from the walls. By assuming a pseudo-steady state balance, equation 2.26 leads to,

2γ cos θ

H
=

12µl

H2

dl

dt
(2.27)

Rearranging the previous equation by clearing the rate of progression of the meniscus,

dl

dt
=
γH cos θ

6µl
(2.28)

Using the initial condition of l = 0 at t = 0, and integrating equation 2.28, the Lucas-
Washburn equation is obtained,

l =

√
γH cos θ

3µ

√
t (2.29)

It should be noticed that during the early stages of capillary filling, when l → 0, equation
2.28 predicts infinite velocities. Owing this result, it follows that the Lucas-Washburn equation
it is not suitable to predict the dynamics of capillary action at very short times. However, the
square-root of time dynamics of the displacement of the capillary front has been found in many
practical scenarios and length scale dimensions [47, 49, 58, 59] and thus can be considered as a
reference point for any study of capillarity [48,59,60].

Inertial or Inviscid Regime

In this regime the viscosity of the fluid is ignored and the capillary flow occurs as a result of
the balance between the capillary pressure and the counteracting inertial effects. This behavior
was first observed by Quéré in 1997 [57] by studying the capillary rise with low viscosity fluids.
This regime is attributed to the early stages of capillary filling, before the viscous dissipation
has taken place. The dynamics of capillarity in this regime is characterized by a linear relation
between the meniscus position and time, with a constant filling velocity [53,54,57]. In the general
equation 2.26, by neglecting the viscous contribution we obtain,
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ρ

(
l
d2l

dt2
+

(
dl

dt

)2
)

=
2γ cos θ

H
(2.30)

Then, by assuming that the filling velocity is constant in this regime [50, 52, 57], the second
derivative of time can be neglected, obtaining,

dl

dt
=

√
2γ cos θ

ρH
(2.31)

Equation 2.31 shows the theoretical constant filling velocity under the inertial regime. With
the initial conditions of l = 0 at t = 0, the equation that describes the capillary filling during
the inertial regime is obtained,

l =

√
2γ cos θ

ρH
t or l = AIt (2.32)

Transition or Visco-Intertial Regime

Between the end of the inertial regime and the beginning of the viscous regime there is a tran-
sitory stage, wherein the viscous forces and inertia combine to balance the capillary force. This
transition regime, mathematically links the viscous and inertial regimes through a single transi-
tion curve. This equation was proposed by Bosanquet in 1923 [61] as a critical analysis of the
Washburn equation and it is physically described by the general equation 2.26 for parallel plates,

ρ

(
l
d2l

dt2
+

(
dl

dt

)2
)

=
2γ cos θ

H
− 12µl

H2

dl

dt
(2.33)

By defining,

AI =

√
2γ cos θ

ρH
and B =

12µ

ρH2
(2.34)

equation 2.33 becomes,

d

dt

(
l
dl

dt

)
+Bl

dl

dt
= A2

I (2.35)

where AI is the prefactor of the inertial equation (eqn. 2.32) and B is the viscous term. With
the initial conditions of l = 0 and dl/dt = 0 at t = 0, and by integrating equation 2.35 [53, 61]
the transition regime equation or the Bosanquet equation is obtained,

l2 =
2A2

I

B

[
t− 1

B
(1− exp(−Bt))

]
(2.36)

The Bosanquet equation at very long times, t → ∞, converges to the Washburn equation
(eqn. 2.29), while at very short times, t → 0 converges to the inertial equation, describing the
two asymptotic solutions of the Bosanquet equation [53].
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2.1.5 Capillarity at the Nanoscale

The capillary action is a fundamental phenomenon with more than two hundred years of intense
analysis [32]. Nowadays, with the development of nanotechnological applications and tools such
as Molecular Dynamics, the study of capillarity has reached a new level of prominence, mainly
due to the fact that this transport mechanism is generated fundamentally from the interatomic
interactions.

Experimentally, the capillary filling of water has been studied in highly accurate silica
nanochannels under the 150 nm in height [11, 49, 62–65] up to 5 nm [66]. These investigations
revealed a nanoscale behavior that diverges from the macroscale, wherein the capillary filling
behaves qualitatively according to Lucas-Washburn, but with lower filling velocities.

One of the properties that has been most analyzed and discussed in capillarity is the contact
angle. The intense debate is related to the assumption of a constant contact angle during the
capillary filling; however, experimental and theoretical studies have reported that the meniscus
contact angle during capillary filling is not constant [67–70]. Furthermore, it has been shown that
the contact angle depends on the filling velocity, with different proposed models [67,70–73]. In a
recent study, Wu et al. [48] systematically compared the capillary filling of various wetting liquids
against the Lucas-Washburn equation modified by different dynamic contact angle models.

The scientific study in nanoscale dimensions has led to discover behaviors that differ from the
classical continuum predictions. This is the case of the viscosity of fluids [74,75], which is one of
the properties affecting the classical behavior of capillary filling. Besides of the nanoconfinement
effect in the viscosity [74,75], it has been proposed that other factors may affect the viscosity in
capillarity, such as the presence of bubbles [11] or electrolytes by inducing an electrical double
layer [62, 76, 77]. In addition, another factor to be considered in the capillary filling is the
pressure of the vapor phase or gas in front of the meniscus, which could have a significant effect
in nanoscale channels [78,79].

However, one of the most fundamental discussions in capillarity is the effectiveness of the
Young-Laplace equation at the nanoscale [80,81]. Some authors have modified the Young-Laplace
equation according to different conditions, such as the presence of nanobubbles or nanoparticles
[82] or elastic materials [83], for example. Nonetheless, recent investigations have analyzed
the applicability of the Young-Laplace equation in the nanoscale with implications related to
the curvature effects on the surface tension [42, 80, 81], showing very good agreement with the
Young-Laplace equation.

In Chapter 4 of the present thesis, an atomistic study of water capillarity in silica nanochan-
nels is reported [84]. The scope of this investigation is to study the early stages of water imbibition
at different air pressures.

2.2 Termophoresis

Thermophoresis is the phenomenon wherein particles experience a net drift induced by a thermal
gradient. It is understood as consequence of a thermally rectified Brownian motion [85], where
molecules in the hotter region of the media collide with a solid particle, transferring a greater
momentum as compared to the molecules in the colder regions. Tyndall in 1870 was the first
who observed and described this phenomenon [86]. He noted how aerosol particles in a room full
of dust were driven away from a heat surface, however, without mentioning the molecular origin
of this phenomenon.
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2.2.1 Brownian Motion

Back in 1718, Newton already hypothesized the molecular or atomic origin of things by analyzing
the capillary action on his book Opticks [33]. In the Query 31 he stated: There are therefore
Agents in Nature able to make the Particles of Bodies stick together by very strong Attractions.
And it is the business of experimental Philosophy to find them out. The next important step
forward to describe the presence of molecules or atoms was made by Robert Brown almost a
century after, in 1828 [87]. He observed that pollen particles suspended in water appeared to
be in constant and chaotic movement. He stated that this motion was not produced by light or
high temperature and that never slowed down or stopped. By observing the same behavior with
other types of particles and fluids, Brown stated that this is a general physical phenomena [88].

Deepening into Brown’s work, Einstein in 1905 [89] and Smoluchowski in 1906 [90] inde-
pendently suggested that the motion of the particles was produced by the incessant collisions
between the molecules of the fluid (atoms) and the solid particle, which generates an endless
motion of the particle. This is how today the random motion of a particle in a fluid medium is
known as Brownian motion.

2.2.2 Thermophoresis as a Rectified Brownian Motion

From the Einstein’s investigation of Brownian motion [89], the isothermal dispersion coefficient
for fluid is,

D0 =
kbT

6πRµ
(2.37)

where kb is the Boltzmann constant, T the temperature of the fluid, R the radius of the particle
and µ the viscosity of the fluid. From equation 2.37, it can be inferred that while the temperature
is increased, the dispersion of the particles also increases. Therefore, if a thermal gradient is
imposed in the fluid, the particles in the hot region will have a higher dispersion compared to the
cold region. The net effect of the differential dispersion results in a net migration of the particles
from the hotter regions to the colder regions. This means that under a thermal gradient, the
particles will travel against the gradient of temperature, where the average motion of the particles
is known as thermophoresis.

From a molecular point of view, the thermophoretic motion is generated by the momentum
transfer from the molecules in the fluid to the solid particle, where molecules in the high tem-
perature zone have higher kinetic energy compared to the low temperature zone. Therefore,
the momentum transfer in the hot side of the solid particle overcomes the momentum transfer
from the cold side, generating a net motion towards the cold side. The general definition of
thermophoresis is derived from different studies, with different combinations of phases involved
(gas-solid or liquid-solid for example), which are summarized in the following.

2.2.3 Thermophoresis in gases

The first studies of thermophoresis were performed in a gas medium, due to the inherently higher
kinetic energy compared to other phases. This higher kinetic energy allows a higher momentum
transfer from the gas phase to a solid particle, enabling the macroscopic observation of this
phenomenon. The collision rate is quantified by the Knudsen number, Kn= λ/L, where λ is
the mean free path (average distance traveled by a moving particle) and L is the representative
physical length scale of the solid, e.g. the radius for a sphere.
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James C. Maxwell, in 1879 [91] studied the momentum transfer of molecules in rarefied gases
in a system with inhomogeneous temperature. Later, with the attempt to apply these concepts
in the computation of the forces involved in a radiometer, Epstein in 1929 derived the first
expression for the thermophoretic force [92]. Epstein obtained an equation to describe the forces
exerted on spherical particles produced by a gas medium under a temperature gradient. This
approach is valid in a continuum flow regime of gas-particle interactions characterized by very
small Knudsen numbers (Kn ≤ 0.1) [85, 93, 94]. The equations for the thermophoretic velocity
and force are,

vtp = −3

2

(
kg

2kg + kp

)
µ

ρ

∇T
T

(2.38)

Ftp = −9πR

(
kg

2kg + kp

)
µ2

ρ

∇T
T

(2.39)

where kg y kp are the thermal conductivities of the gas and the particle, respectively, µ the viscos-
ity of the fluid and ρ the gas density. Epstein’s equation is in good agreement with experimental
results for particles with low thermal conductivity but underestimates the force in particles of
high thermal conductivity [94, 95]. Therefore, Brock [96] and later Talbot et al. [94] developed
a more detailed analytical work for a wider range of thermal conductivities, but in the same
appropriate continuum regime (Kn < 0.1). In 1965, Derjaguin and Yamalov [97] determined
the thermophoretic velocity in a gas medium by using irreversible thermodynamic and Onsager
principle. They obtained an equation similar to the one proposed by Brock [96], but including
the effects of temperature slippage in the fluid-particle interface.

These studies lay the foundations of the thermophoretic theory, allowing the extended analysis
of this phenomenon. More recently, in 2004, Zhigang Li and Hai Wang developed a gas-kinetic
theory to describe the thermophoresis of solid particles in gases [98], with important implications
in nanoscale studies [98–101].

2.2.4 Thermophoresis in liquids

Several experimental works of thermophoresis in gases have been performed in the literature,
whereas the experiments performed in liquids are very few [85]. This is mainly due to the fact
that the mean free path of a liquid is much lower than gases and the average speed of gases
is much higher than in liquids. Therefore, the thermophoretic force in liquids will be lower in
comparison to system in a gas phase under similar conditions.

The first investigation of thermophoresis in liquids was made by McNab and Meisen in
1973 [93]. They used latex spheres of 0.79µm and 1.01µm, in water and n-hexane, leading
to Knudsen numbers less than 7×10−4. The experimental results of their work showed that
the thermophoretic process is significantly slower in liquids than in gases, while the Epstein’s
equation overestimates the thermophoretic velocity by 17%. They proposed an equation of the
thermophoretic velocity in liquids inspired by the work of Epstein [92] and Derjaguin [97],

vtp = −0.26
kl

2kl + kp

µ

ρT
∇T (2.40)

Nowadays, with the development of highly accurate computational tools and a new genera-
tion of accurate measuring equipment, the thermophoretic phenomena in liquids has attracted
considerable attention. Han in 2004 [102] with molecular dynamics simulations showed that the
temperature gradient applied to a nonconducting liquid induces a pressure gradient tangential to
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the particle surface. Michaelides in 2015 [85] performed Monte Carlo simulations to determine
that the thermophoretic velocity is proportional to the viscosity of the fluids and to the imposed
thermal gradient, in line with McNab and Meisen results [93]. In addition, motivated for the po-
tential applications of nanofluid solutions, this phenomenon has also been studied in dispersions
of nanoscale particles immersed in liquids. For example, Martin y Bou-Ali [103] showed that
the thermophoretic effect is significant in solutions of fullerene in toluene. Based on the work of
McNab and Meisen, Buongiorno [104] showed that thermophoresis may cause the redistribution
of nanoparticles in liquid laminar boundary sublayers, while Haddad et al. [105] demonstrated
the heat transfer of nanofluids is increased by the thermophoresis.

2.2.5 Thermophoresis in solids

A couple of decades ago, studying the successive Brownian collisions between two solid phases
and quantifying the momentum transfer between them would have been an impossible task,
therefore analyzing thermophoresis in solid phases was not a topic of interest for the scientific
community. Nowadays, owing to the nanotechnological revolution and the rise of computational
tools like Molecular Dynamics, the thermophoresis in solids has become a topic of considerable
scientific and technological interest. However, since this topic has been developing for less than
a decade, a comprehensive understanding of the fundamentals of thermophoresis in solids has
not yet been achieved.

Figure 2.4: The trajectory of a gold tracer atom located in the outermost gold shell of the
nanoparticle during the thermophoretic motion inside the carbon nanotube (Reprinted from
ref. [106]).

The first investigation of thermophoresis in solids was performed by Schoen et al. in 2006
[106]. In this work, Molecular Dynamics simulations were conducted to study the thermophoretic
transport of gold nanoparticles inside carbon nanotubes. They observed that the force acting
on the particle increases with the applied thermal gradient while the motion of the nanoparticle
follows the threadlines of the carbon nanotubes with a helical motion (see fig 2.4). Then in
2008, Zambrano et al. [20] performed an investigation of the thermophoretic motion of water
nanodroplets confined in carbon nanotubes. In this case, the momentum transfer is from the
solid to the liquid, the opposite case of the thermophoresis in liquids where the collision of the
water molecules produces the motion in a solid body. Zambrano and co-workers shown that the
water droplets can be transported inside carbon nanotubes and the force applied is proportional
to the imposed thermal gradient, in line with Schoen et al. [106]

15



Figure 2.5: Scanning electron microscope (SEM) image of the device fabricated by Barreiro
et al. [107] Here, a gold cargo is attached to the carbon nanotube between two silica plates.
(Reprinted from ref. [107])

The thermophoretic motion in solids was observed experimentally in the work of Barreiro et
al. in 2008 [107]. In this investigation, two silica plates were joined by a carbon nanotube, and
on top of this nanotube, a cargo was placed, as shown in Figure 2.5. They observed that the
cargo was driven by the thermal gradient towards the cold side.

Due to the great interest of graphene-based technologies in the last years, the thermophoretic
motion of solid bodies supported on graphene has also been studied, but only theoretically.
Becton and Wang in 2014 [108] with Molecular Dynamics showed that a graphene nanoflake
supported on a graphene substrate can be transported by imposing a thermal gradient, displaying
a motion towards the cold side. Similarly, Panizon and co-workers noticed in 2017 [109] that a
gold nanoparticle supported on graphene is also transported with an imposed thermal gradient.
Interestingly, they observed that this motion is proportional to the temperature difference (∆T ),
but independent of the length and thus, of the thermal gradient. They state that the phoretic
force is due to the flexural phonons, whose flow is known to be ballistic and distance-independent
up to relatively long mean-free paths.

Nowadays, it is accepted that the thermophoretic motion in solids is originated by the phonon
current in the interface [110, 111]. In 2007, Schoen and co-coworkers measured the phonon
dispersion or the correlated lattice vibrations, showing that the thermophoretic motion of gold
nanoparticles correlates with the phonon dispersion exhibited by a standard carbon nanotube. In
other investigation, Prasad and Bhattacharya in 2016 [111] stated that the thermophoretic motion
in coaxial CNTs is initiated by the longitudinal acoustic phonon scattering mechanism, while
Panizon and co-workers, stated that the flexural phonons are the responsible for thermophoretic
mechanism of gold nanoparticles on graphene, rather than the harmonic phonons [109].

2.3 Brownian Ratchet

Atoms and molecules move constantly under thermal fluctuations by default, and the idea to
obtain useful work from those fluctuations can be traced back to the origins of the study of the
atom. The Brownian ratchet is a concept that describes a molecular scale motor capable to
produce useful work by taking advantage of the random fluctuation of atoms or molecules, with
the restriction of the second law of thermodynamics. This concept born as a thought experiment
proposed by Smoluchowski in a conference talk in Münster, 1912 [25,112], and later extended by
Feynman on his famous Lectures on Physics [113].
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2.3.1 Smoluchowski-Feynman Ratchet

The Smoluchowski-Feynman ratchet device consists of an axle with paddles and a ratchet system
at the respective ends, as shown in Figure 2.6. The ratchet (left side) consists of a circular
gear with uniform but asymmetrical teeth and a pawl, allowing the rotation of the gear in one
direction and in the other brakes it. Thus, if the whole device is surrounded by a gas at thermal
equilibrium, the molecules of the gas will impact the paddles randomly, performing a rotatory
Brownian motion on it. The pawl, therefore, will admit the gear to proceed into one direction
(“forward”) but practically exclude the rotation to the opposite direction (“backward”). In
general, the gadget will produce on the average a systematic rotation in one direction only, thus
allowing a load placed in the center to be lifted.

Figure 2.6: Smoluchowski-Feynman ratchet. The microscpocic device consist of a ratchet (left
end), a load (center) and a paddle (right end). This gadget uses the random fluctuations of the
atoms to perform a useful work (Reprinted from ref. [25]).

However, the Brownian ratchet concept of Figure 2.6 is not accurate. By considering thermal
equilibrium, the gadget represents a perpetuum mobile of the second kind, also referred to as a
Maxwell demon, would violating the second law of thermodynamics [114]. The misconception
lies in assuming the operation of the pawl and its associated work, which is in indeed very similar
to Maxwell’s demon. Since the impacts of the gas molecules take place on the nanometer scale,
the pawl has to be extremely small and smooth, in order to admit even a rotation in the allowed
direction [115]. As Smoluchowski mentioned, the pawl itself is subject to non-negligible thermal
fluctuations, which would eventually allow the pawl to be lifted and the gear will freely rotate
even in the non-permitted direction.

Feynman, aware of the lack of accuracy in the Smoluchowski thought experiment, extended
the ratchet concept on his Lectures on Physics in 1966. Feynman describes the same device
proposed by Smoluchowski, but considering that the paddles and ratchet are at different tem-
peratures, thus producing different collision ratios of the gas molecules on the device. In order
to produce a useful work, without violate the second law of thermodynamics, Feynman pro-
posed that the temperature of the paddle T1 must be higher than temperature of the ratchet
T2 [113, 116,117]. His calculation indicates that work can indeed be extracted considering these
two asymmetries (the pawl and the thermal difference), reaching in fact Carnot efficiency. How-
ever, it was noted later by Parrondo and Español that the axle is indeed connecting the two
reservoirs thermally, therefore, the engine will never achieve Carnot efficiency [117].
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Figure 2.7: Feynman ratchet. Gadget proposed by Feynman inspired in the Smoluchowski
concept, without violating the second law of thermodynamics (Reprinted from ref. [25]).

2.3.2 Brownian Ratchet Applications

The Brownian ratchet is a fundamental concept in the engineered transport of materials at the
nano/micro scale. Based in the Smoluchowski-Feynman ratchet concept, in order to perform a
useful work from the Brownian motion, two conditions need to be satisfied: (i) the breaking of
spatial symmetry and (ii) the breaking of thermal equilibrium [25, 118]. In the quest to create
applications that meet these conditions, it has been shown that the concept has already been
applied in nature. For example, Peskin and co-workers [119] showed that chemical reactions
generate protrusive forces by rectifying Brownian motion, driving a large number of intracel-
lular forces. Similarly, it has been shown that plasmids evidence cargo transport by a ratchet
mechanism [10,120], and that interstitial collagenase is a Brownian ratchet that is able to rectify
Brownian forces into a propulsion mechanism by coupling to collagen proteolysis [121].

Inspired by the ratchet mechanism, several applications have been developed both experimen-
tal and theoretically. A complete review of artificial Brownian ratchets until 2009 was collected
by Hänggi and Marchesoni [122]. Notably, the work of Bader and co-workers is highlighted,
who in 1999 fabricated a Brownian ratchet device that is capable of transporting small DNA
molecules in aqueous solution [123]. In the same year, Van Oudenaarden et al. [124] fabricated
a geometrical Brownian ratchet by using a two-dimensional fluid lipid bilayer membrane on a
patterned solid support, causing a directional transport of molecules.

Theoretically, Tu and Hu [118] conceptually design a molecular motor from DWNT driven by
varying electrical voltage. For fluid transport, John and co-workers [125] presented a ‘wettability
ratchets’ based on two-layer thin film model that can be employed to transport a continuous
system (see Figure 2.8).
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Figure 2.8: Sketch illustrating the working principle of a fluidic ratchet based on a switchable
wettability profile that causes dewetting-spreading cycles (Reprinted from ref. [125]). Two im-
miscible liquids are confined between two parallel plates. At equilibrium (a), a flat interface
between the two liquids is presented. Then, by switching the electric field (b) the films evolve
into a set of drops because the interface is destabilized by the overall electric field and its local
gradients. After switching the electric field again (c), the drops spread until reaching the homo-
geneous two-layer state. In this process, a net motion of the fluids is observed as depicted by the
tracking red particle.
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Chapter 3

Molecular Modeling

Molecular modeling is the branch of science that studies the molecular structure and its func-
tioning by means of mathematical models and computational tools [126]. Here, molecules are
represented as mechanical systems in which particles (atoms) are connected by strings (bonds).
Thus, molecules can rotate, vibrate and move in a defined space to achieve favorable confor-
mations as a consequence of the collective response of the intra and intermolecular interactions
acting on each particle.

In the framework of molecular simulations, several methods can be found, but the most
used in research are the ab initio methods, Semi-empirical quantum chemistry methods, Monte
Carlo, Molecular Dynamics and Free Energy calculation methods. Each method is based on the
resolution of a main mathematical model. For example, the ab initio methods solve different
approximations of the Schrödinger differential equation without depending on fitted parameters
whereas Molecular Dynamics simulations solves the Newton’s equations of motion [127].

In this chapter, the main concepts of molecular modeling, such as Force Fields and the molecu-
lar dynamics technique are provided, which will introduce the main concepts of the methodology
of this thesis. For further details, the reader is referred to text books given by Schlick [128],
Leach [126] and Frenkel & Smit [129].

3.1 Molecular Mechanics

In fundamental chemistry, the atomic interactions are mathematically described by the Schrödinger
equation. However, due to the stochastic and complex nature of this equation, analytic solutions
are only known for special cases (e.g. hydrogen atom or free particle). In fact, numerical solu-
tions of the Schrödinger equation rely on model approximations such as the Born–Oppenheimer
approximation, which, because of the large mass difference between electrons and the nucleus,
says that the position of the electron adapts instantaneously to the nucleus position. Still, the
computational cost of these methods is considerably high, allowing the study of systems con-
taining only a few hundred of atoms and time scales in the order of picoseconds. For a detailed
introduction in Quantum Mechanics, the reader is referred to Quantum Chemistry books [130].

In the basis of the Born–Oppenheimer approximation, the Force Field methods ignore the
individual and collective motion of the electrons and solve the energy of the system as a function
of the position of the atoms only. Because of this, Force Field based methods, like Monte Carlo
or Molecular Dynamics, compute large systems in a fraction of the computer time required for
Quantum Mechanics [126].

20



In general, to describe the Molecular Mechanics of a system, the Potential Energy is computed
from position-dependent functions based in empirical parameters, such as the van der Waals or
Coulombic intermolecular interactions. These and others empirical Force Fields are described in
the following.

3.1.1 Force Field for Molecular Mechanics

Force Field methods mathematically describe the potential energy of a system consisting of
particles. In molecular mechanics, each particle is considered as a mass point atom. The general
Force Field used in Molecular Modeling can be classified in terms of four components of intra and
intermolecular forces within a system. Thereby, the energy changes occur with the deviation of
the molecular bonds and angles respect to equilibrium values, and the non-bonding interactions
between the relative position of the particles. The basic functional form of Molecular Mechanics
is,

U(rN ) =
∑

Ebonds +
∑

Eangles +
∑

Etorsion +
∑

Enon−bonding (3.1)

where U(rN ) is the potential energy, which is a function of the position, r, of the N particles in
the system. The first three terms, called bonding interaction, describe the intramolecular inter-
action of a molecule, and the fourth term, called the non-bonding, describe the intermolecular
interactions.

The first term of Equation 3.1 describe the interaction energy between pairs of bonded atoms,
based on the approach or stretching of the two atoms. The second term represent the energy
obtained by the bending of the valence angles in the molecules, between three adjacent atoms.
The third term is the torsion potential, which describe the energy of the rotation of a molecule
consisting of four consecutive atoms. The final term represents the contribution of the non-
bonding interactions between all the pairs of atoms in the system. In a simple force field, this
last term is described by the Coulomb interaction for the electrostatic and the Lennard-Jones
potential for the van der Waals interactions and steric repulsion. In the following, the most
commonly used potentials are described.

Intramolecular or Bonding Potentials

Intramolecular potentials are empirical functions that describe the internal dynamics of the
molecules, representing the electronic cloud behavior of the atoms and the repulsive forces at
very short distances. The bond stretching potential is based in the dependency of the energy
on the length of the bond, with respect to a reference value. One of the functional form is the
Morse potential,

U(l) = De[1− exp[−a(l − l0)]]2 (3.2)

where l is the time-dependent length of the bond and l0 is the reference bond length, while
De is the depth of the potential energy minimum and a is a constant with dependency on the
vibrational frequency of the bond. The Morse curve describes a wide range of behavior from
the strong equilibrium to dissociation. A simpler but widely used potential, due to the efficient
computation, is the harmonic potential or Hooke’s Law formula, in which the energy varies
parabolically from a reference value l0,
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U(l) =
k

2
(l − l0)2 (3.3)

where k is the stretching bond constant.
The angle bending potential is commonly described using the Hooke’s law or harmonic po-

tential, as well,

U(θbend) =
k

2
(θbend − θbend,0)2 (3.4)

The contribution of each bond is characterized by a force constant k and a reference angle
value θbend,0, which can be found in the literature [131, 132]. The stretching bond and bending
angle are considered as hard degrees of freedom, which requires a large amount of energy to cause
a significant deformation from the reference value. Thereby, the main variations in the structure
and the relative energies are due to a complex relation between the torsional and non-bonding
interactions.

The torsion potentials describe the energy changes in terms of the rotation of the bond
between four consecutive atoms. However, force fields with torsion potentials are not widely
used in the literature, in turn, a non-bonding interaction between the atoms at the extremes
is sometimes introduced to obtain the desired energy function. Nevertheless, usually the force
field used for organic molecules or graphite-based structures use explicit torsion potential with a
contribution every four atoms (i.e. quartet of bonded atoms) in the system. One expression has
the form,

U(ω) =
N∑
n=1

Vn
2

[1 + cos(nω − ϕ)] (3.5)

where ω is the torsion angle, ϕ is the phase factor which determines where the torsion angle
passes through its minimum value and Vn is a force constant for each molecule.

The intramolecular potentials described in this section are widely used in molecular modeling.
However, there are more complex potentials or Cross-terms potentials that can combine two or
more intramolecular potentials to describe the dynamic of a molecule under study. For further
information about intramolecular potentials the reader is referred to the literature [126,127].

Non-bonding or Intermolecular Potentials

Intermolecular potentials are empirical energy functions in terms of the separation between the
nuclei of the particles. In terms of quantum mechanics, the non-bonding interactions are electro-
static, including ionic molecules, polar molecules, and even non-polar molecules whose interaction
is produced by the instantaneous dipoles induced from the incessant dynamics of the electronic
clouds of the atoms. This last interaction is known as the London forces or dispersion forces
and is classified within the van der Waals forces with the decay of r−6 of the energy interac-
tion. The quantum mechanics computation of these forces is actually far from trivial, requiring
electron correlation and very large basis sets [127]. For this reason, simple empirical expressions
are required to describe the Molecular Mechanics of a system, such as the Coulomb forces, van
der Waals forces and the repulsive forces, which we will review in the following. For a detailed
introduction of the intermolecular forces, the reader is referred to the literature [37].
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The electrostatic interaction between two point charges q is calculated according to the
Coulomb’s law,

U(rij) =
qiqj

4πε0rij
(3.6)

where ε0 is the vacuum permittivity and the partial atomic charges q are separated with a dis-
tance rij . The partial atomic charges or point charges concepts refers to the charge magnitude
restricted to the nuclear centers of the atoms, if not stated otherwise. This potential is used
to describe the interaction between molecules with a net charge, between different parts of the
same molecule or solutions with ions. Moreover, molecules with permanent dipoles are often
characterized with partial charges within the molecules and its electrostatic is computed with
this potential.

Totally neutral molecules, such as molecular argon or carbon dioxide, interact each other
through the van der Waals forces. These forces are called in honor of the scientific Johannes
Diderik van der Waals who quantified the deviation of rare gas from the ideal gas behavior. In
general, the van der Waals forces consists of two terms, the attractive term and the repulsive
term. The attractive term represents the dispersion forces or London forces, which describe
the attractive interaction from the instantaneous dipoles induced from the fluctuations of the
electronic clouds. London in 1930, using quantum mechanical perturbation theory, derived a
r−6 distance dependence expression for the dispersion interaction energy between two identical
atoms. The repulsive term describes the steric repulsion, sometimes called repulsive forces or
exchange forces, at very short distances between the atoms. This interaction is understood as
a repulsion of the neutral atoms due to overlapping of the electron orbitals. It is based in the
Pauli exclusion principle, which formally prohibits any two fermions (electrons) in a system from
having the same set of quantum numbers. The origin of the steric repulsion is quantum mechanics
and unfortunately there is not a general equation for describing their distance dependence.

The most commonly used potential to describe the repulsive and attractive interactions be-
tween neutral atoms is the Lennard-Jones potential,

U(rij) = 4ε

[(
σ

rij

)12

−
(
σ

rij

)6
]

(3.7)

where σ is the collision diameter and ε is the well depth. In this potential the r−12 represent
the steric repulsion of the atoms and the r−6 term represent the attractive forces mentioned
above. The parameters σ and ε can be obtained from ab initio calculations or through fitting
to experimental data. For complex multi-atomic systems, the Lennard-Jones parameters are
usually obtained from the Lorentz-Berthelot mixing rules from the individual species,

σAB =
1

2
(σAA + σBB) (3.8)

εAB =
√
εAAεBB (3.9)

The obtained parameters from this method must be studied and analyzed for a justified
utilization. For the Lennard Jones potential, there are no strong justification in favor of the
repulsive r−12 term, besides the computational convenience [126, 127]. For example, quantum
mechanics calculations suggest an exponential form in the repulsive term (from the analytical
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solution of the Schrödinger equation for hydrogen). Therefore, there is some justification to use
an exponential function in the repulsive term, which is found in the Buckingham potential,

U(rij) = A exp(−Br)− C

r6ij
(3.10)

where A, B and C are fitting parameters. However, this potential has a problem at very short
interatomic distances where the potential becomes strongly attractive. As r goes toward zero,
the exponential becomes a constant while the r−6 term goes toward −∞. This behavior could
lead to nuclear fusion, therefore special precautions must be taken in the computation with this
potential.

Combination of these intra- and intermolecular potential leads to several models used in
molecular modeling. Among them we found the commonly used water models like SPC/E [133]
and TIP3P or TIP4P models [134], or the Born-Huggins-Mayer potential for alkali halides [135].

3.2 Molecular Dynamics

Molecular Dynamics (MD) is a computational method that solves the dynamics of a particle
system by integrating the Newton’s equations of motion. It can be compared with a billiard game
where the balls collide with each other, acquiring new positions as time progresses. Molecular
dynamics is a deterministic method wherein the state of the system at any future time can be
predicted from its current state. From time averages, different thermodynamic or mechanical
properties can be calculated. This method was introduced by Alder and Wainwright in 1957
[136,137] and since then has rapidly evolved along with the advances in computing.

In this method, atoms are represented as mass points which interact through force fields.
Therefore, the selected force fields determine the motion of the atoms based on classical mechan-
ics. According to the Newton’s equations of motion,

mi
d2ri(t)

dt2
= fi(t) (3.11)

the position ri of the i particle is updated in time according to the forces fi acting on the particle.
From classical mechanics, the forces are required to be conservative [138]. Conservative forces are
defined as vector quantities that are derivable from a scalar function U(r1, ..., rN ) of N particles,
called the potential energy function, thus,

fi(r1, ..., rN ) = −∇U(r1, ..., rN ) (3.12)

where the force acting on the i particle, fi, depends on the potential energy interaction with
every j particle of the entire N particle system, relatively to the i particle position,

fi = −
N∑
j 6=i

∂U(rij)

∂rij

rij
rij

(3.13)

where rij = rj − ri and rij = |rij |. In this way, a molecular dynamic simulation generates
successive positions of the particles in a system through a time discretization of equation 3.11,
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where the forces acting on every particle are computed from the gradient of empirical potential
functions, such as the Coulomb or Lennard-Jones potentials.

In this thesis, the molecular dynamic package FASTTUBE [139] is used to integrate the
equations of motion and to investigate molecular systems. This package was developed in
ETH, Zurich, written in FORTRAN, and has been used extensively in nanofluidic applica-
tions [17, 20, 106]. In the next sections, additional computational details to perform a molec-
ular dynamics simulation will be provided, such as the finite difference methods to integrate the
Newton’s equations of motion, boundary periodic conditions, or the thermostats to maintain the
temperature of the system at a desired value.

3.2.1 Finite difference methods

In order to compute the positions of the particles in time, the Newton’s equation of motion must
be integrated according to a discretization in time. The main idea is that the integration is
broken down into small stages, each one separated in time by a fixed time step δt. The total
force on each particle in the system at time t is calculated from equation 3.13. From the forces
we can determine the accelerations of the particles, which are then combined with the positions
and velocities at a time t to calculate the positions and velocities at a time t + δt, under the
assumption that these forces and velocities are constant for the small time step δt.

The basic algorithm for integrating the equations of motion is the Taylor series expansion,

r(t+ δt) = r(t) + δtv(t) +
1

2
δt2a(t) +

1

6
δ3tb(t) + ... (3.14)

v(t+ δt) = v(t) + δta(t) +
1

2
δt2b(t) + ... (3.15)

a(t+ δt) = a(t) + δtb(t) + ... (3.16)

where, v is the velocity (the first derivative of the position in time) and a is the acceleration
(the second derivative) and b is the third derivative. The Verlet algorithm, the most widely used
method in MD, uses the position at time t and from the previous step at t − δt, to calculate
the new positions at t + δt. According to the Verlet algorithm, the position in the new step is
calculated as,

r(t+ δt) = 2r(t)− r(t− δt) + δt2a(t) (3.17)

This algorithm does not explicitly compute the velocities, nevertheless, these can be computed
from the difference of the positions between the previous and the calculated next step,

v(t) = [r(t+ δt)− r(t− δt)]/2δt (3.18)

The local error of this algorithm is in the order of O(t4) for the position. Another commonly
used algorithm in molecular dynamics is the Leap-Frog algorithm, with a half-step t + 1

2δt in
velocity, which use the following relations,

v(t+
1

2
δt) = v(t− 1

2
δt) + δta(t) (3.19)

r(t+ δt) = r(t) + δtv(t+
1

2
δt) (3.20)
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To implement this algorithm, the velocities at the half-step t + 1
2δt are first computed from

the velocities at t− 1
2δt and the accelerations at time t. The positions at the new step t+ δt are

then obtained from the velocities just calculated together with the position at the present step.
In order to compute physical properties that depend on the velocity at time t, the velocities can
be calculated as,

v(t) =
1

2

[
v(t+

1

2
δt) + v(t− 1

2
δt)

]
(3.21)

The local error of this algorithm is in the order of O(t3) for the position and velocity. This
method has the advantage over the Verlet algorithm that explicitly includes the velocities and
does not require the calculation of the differences of large numbers, like the positions in equation
3.17. Other algorithms of interest, like the Velocity Verlet algorithm, are explained in detail in
the literature [126,129].

3.2.2 Periodic Boundary Conditions

The periodic boundary conditions allow a particle system to be extended or replicated in space,
enabling for example, that all the particles in a system experience forces as if they were part of
the bulk of a fluid. This method also allows the study of a continuous mass transport in space,
for example, a pressure driven flow along one dimension in a Cartesian coordinate system. In
Figure 3.1 a bidimensional example is depicted. Here, each box is surrounded by eight exactly
equal boxes, where the central box is the original computational box and the others are copies
called images. During the simulation, only the properties of the original simulation box need to
be recorded and propagated.

Figure 3.1: Bidimensional representation of the periodic boundary condition (Reprinted from
ref. [140]).

As long as the potential is not long-range interaction, the minimum-image convention is
adopted, in which each individual particle in the simulation interacts with the nearest image
or particle in the periodic array. With this technique, if a particle passes through one side of
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the unit cell during the simulation, this particle re-appears on the opposite side with the same
velocity. This technique is commonly used to compute thermodynamics properties such as the
diffusion or surface tension in liquids. However, special precautions must be taken when long-
range interactions are implemented, which requires constraints to not induce spurious effects in
the computation [127, 141, 142]. Furthermore, in simulations of solid systems, the strain field
generated from any inhomogeneity in the system will be artificially truncated and modified by
the periodic boundary [143]. Similarly, to study shock waves and phonons in a molecular dynamic
simulation the system is limited by the box size.

3.2.3 Neighbor List and Cut-off Radius

As can be inferred from equation 3.13, the computation of the interatomic forces in a molecular
dynamic simulation requires a large number of pairwise calculations, involving every interaction
between each i atom with every j atom in the system to estimate the separation distance rij and
the energy U(rij), problem known as the N-body problem. In order to reduce the computational
cost, some consideration can be made with special precaution and justification.

Considering the short-range interactions, there is a minimum distance where the interaction
energy becomes negligible. This distance is known as the cut-off radius, rcut, and can be assumed
that particles with a separation distance greater than the cut-off radius, rij > rcut, do not interact.
In this case, the program does not perform the force computation, thus avoiding an increase in
the computational cost, and jumping to the next j particle. However, in order to test if this
criterion is accomplished, the program must still compute all the pairwise distances in the system.
The time to list all the pairs of separations is proportional to the number of distinct pairs in the
system, with 1

2N(N − 1) pairs in a N−particle system [140]. These calculations still consume
a lot of computational time. In order to reduce the computational costs associated in listing
particles, Verlet in 1967 implemented a neighbor list to speed up the computational time on the
simulations [144], today known as the Verlet list. This technique consists of creating a list of all
particles within a given list-radius rlist distance, which must be larger than the cut-off radius,
rlist > rcut, for each particle in the system (see Figure 3.2). According to this technique, the
interaction forces are computed for the listed particles exclusively, and the list is updated every
time step or between certain established integration steps.

Figure 3.2: Bidimensional representation of the Verlet list. The solid line represents the cut-off
radius rcut and the dashed line the list-radius rlist, within the particles are listed (Reprinted from
ref. [140]).

Another commonly used technique is the Cell-List [140]. This list consists of subdividing
the computational box into three-dimensional cells with a length larger than the cut-off radius.
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Thereby, the particles are sorted into each cell and the force is computed between particles in
the same cell and the nearest cells only.

Cut-off Radius for Electrostatics

Special precautions must be taken when long-range interactions are involved and a truncation
at some cut-off distance radius is implemented. Truncating the interaction by using a cut-off
distance gives rise to discontinuous energies and forces, unrealistic equilibration times [145] and
has some rather unfortunate consequences resulting in non-physical distributions of the solvent
molecules near the cutoff distance [127]. Switching and shifting functions have been proposed
to solve the mentioned spurious effects in the simulations [127, 145, 146]. A switching function
gradually reduce the Coulomb interaction to zero over a range of a few angstroms near the rcut
limit, by defining two different radii. Whereas a shifting function modify the potential for all
the rij distances less than the cut-off radius. A comparison between these two truncations is
shown in Figure 3.3. In the simulations presented in this thesis, a truncation shift function is
implemented for the calculation of the electrostatic interactions, which has the form,

S(rij) =

(
1− rij

rcut

)2

for rij < rcut

= 0 for rij ≥ rcut
(3.22)

where the general form of the Coulomb potential now is,

U(rij) =
qiqj

4πε0rij
S(rij) (3.23)

Figure 3.3: Representation of the switching and shifting truncation to the electrostatic interaction
(Reprinted from ref. [127]).

In previous works it has been shown that this truncation method preserves the structural
and dynamical properties of water [147] and it was validated in simulations of proteins in water
solutions [145]. Furthermore, the water-graphene interaction was calibrated by adjusting the
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parameters of the Lennard-Jones potential along with a Coulomb potential truncated at 1 nm,
according to the binding energy and the water contact angle [148]. The obtained van der Waals
energy interaction between water and graphene is interpreted as an average contribution from
the “real” van der Waals energy, the induced electrostatic interactions and the Carbon-Hydrogen
interactions that were not treated explicitly on that approach.

3.2.4 Initial Configuration

According to the integration algorithms (section 3.2.1), an initial configuration with positions
and velocities for each particle is required. Thereby, the election of the initial positions of the
particles is crucial to conduct a molecular study. For example, to perform simulations of liquids,
an initial configuration from the crystal structure of the substance can be implemented, then
this structure is melted under proper thermodynamic conditions of the liquid. Similarly, random
initial coordinates can be assumed if particle overlapping and excessive short distances inducing
strong repulsion between particles are avoided.

One of the most widely used initial lattice configuration in molecular modeling is the face-
centered cubic lattice (see Figure 3.4.a.), which is inspired by typical crystalline structures of
solids, such as NaCl or KCl crystals. In molecular studies of solids, the experimental crystal
lattice is preferred. This is the case for Carbon Nanotubes for example, where the initial config-
uration comes from the rolling of graphene sheets. Different combinations of the rolling angles or
axis of the sheet, produce different chiralities in the final carbon nanotube [149]. In Figure 3.4.b
a Carbon Nanotube with zig-zag chirality is depicted.

(a) (b)

Figure 3.4: Examples of initial configurations. (a) Face-centered cubic (fcc) lattice: basic config-
uration used in simulations inspired in the crystal structures of several solids (NaCl for example).
(b) Rolled honeycomb crystal lattice for Carbon Nanotubes structures. Source: Own elaboration.

In terms of the initial velocities, a Maxwell-Boltzmann distribution is generally implemented,
taking care that sampled velocities are consistent with any constraints imposed on the system.
For a given temperature, T , and considering the mass of the particles m, the Maxwell–Boltzmann
distribution for the velocity v is [138],

f(v) =
( m

2πkT

)1/2
e−mv

2/2kT (3.24)

In this way, a random velocity from the Maxwell–Boltzmann distribution at the temperature
of interest is assigned to each particle.

In this thesis, the initial configurations are created using a molecular builder program de-
veloped in ETH, written in C and called with the acronym MMB [150]. This molecular builder
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creates the initial configurations for the MD package, FASTTUBE, and contains the algorithms
to easy create honeycomb lattices of Carbon Nanotubes and graphene, besides the classic lattices
fcc or simple-cubic (one atom on each corner of a cube).

3.2.5 Hamiltonian Dynamics

As discussed in the previous sections, molecular dynamics solves the Newton’s equations of
motion to investigate molecular systems. Nonetheless, the rules of Statistical Mechanics provide
the necessary connection between the microscopic laws and macroscopic observables [138]. These
rules are based on the Hamiltonian and Lagrangian formulations of classical mechanics. This
discussion will serve only as an introduction of the Hamiltonian concept, hence, for further
reading the reader is referred to classic statistical mechanics books [138,151].

First, instead of define the properties in term of the velocity, the momenta of the particle is
more convenient, defined as pi = mṙi, where ṙi is the first derivative of the particle position.
Thus, if the system is isolated, the Hamiltonian is simply the total energy of the system expressed
as a function of positions and momenta by,

H(r1, ..., rN ,p1, ...,pN ) =
N∑
i=1

p2
i

2m
+ U(r1, ..., rN ) (3.25)

where the summation at the right of equation 3.25 is the kinetic energy. Given the Hamiltonian,
one can obtain the equations of motion for the system from it, known as the Hamilton’s equations
of motion. Considering that the Hamilton’s equations are defined in generalized coordinates, for
illustrative purposes the Hamilton’s equations are presented here in the Cartesian coordinates,

ṙi =
∂H
∂pi

ṗi = −∂H
∂ri

If the forces are conservative the Hamilton’s equations are completely equivalent to Newton’s
second law of motion. The most important property of the Hamilton’s equations is that they
conserve the total Hamiltonian:

∂H
∂t

= 0 (3.26)

Since H is the total energy, equation 3.26 is just the law of conservation of energy.

3.2.6 Ensembles

The collective behavior of molecular systems has its theoretical foundation in Statistical Me-
chanics. In this framework, an ensemble is a collection of systems described by the same set of
microscopic interactions and restricted by a common set of macroscopic properties (e.g. the same
total energy, volume, and number of moles) [138,151]. Each system evolves under the microscopic
laws of motion from different initial conditions so that at any time, every system has a unique
microscopic state. Ensembles can be defined for a wide variety of thermodynamic situations,
describing for example an isolated system from its surroundings, systems in contact with heat
baths or coupled to pressure control mechanisms. Such ensembles are useful for determining
static properties such as temperature, pressure, free energy, average structure, etc.

Given a long enough amount of time, the system will eventually visit all the microscopic
states consistent with the constraints imposed to control the system. A system following this
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hypothesis is said to be ergodic and can be used to generate different ensembles. Thereby, a
macroscopic equilibrium observable G can be computed from M independent samples or states,

G =
1

M

M∑
i=1

Gi (3.27)

where Gi are instantaneous values of microscopic states. A familiar example is the temperature
of a system which is related to the average kinetic energy. If an infinite number (or long enough
[151]) of samples were available, then G would, by ergodicity, correspond to the ensemble average,

lim
M→∞

G = 〈g〉 (3.28)

where 〈g〉 is the ensemble average. In the molecular dynamics method, at some time t, the
combination of positions ri and momenta (pi = mivi) of all the particles represents one micro-
scopic state. In this sense, in order to visit all the microscopic sates to describe the ensemble,
simulations must be conducted for long enough times and averaged to generate the ensemble.
However, in the study of any phenomenon, it is not known a priori how much is a long enough
time. Therefore, special precautions must be taken to evaluate any macroscopic property (e.g.
evaluating the standard deviation). Ergodicity problems are presented in systems wherein the
potential energy displays high barriers. Systems with biological macromolecules such as proteins
and polypeptides exemplify this problem, as important conformations are often separated by
barriers in the space of the backbone dihedral angles or other collective variables in the sys-
tem [138]. Other techniques are implemented to overcome this issue, such as coarse-grained
methods [152,153], assuming the cost of the atomistic detail compared to atomistic approaches.

The Microcanonical Ensemble

Statistical Mechanics defines the common restrictions in a system, or thermodynamic scenarios,
to generate the different ensembles. The most fundamental scenario is a system isolated from
its surroundings. Such system is described by a constant number of particles N in a container
of volume V and constant total energy E corresponding to a Hamiltonian H. This ensemble is
known as the microcanonical ensemble.

Considering a dynamical system evolving according to Hamilton’s equations of motion with
constant particles in a fixed volume, the system will visit all the microscopic states with a constant
energy. Therefore, in a molecular dynamics simulation, if the forces are conservative, simply by
integrating the Newton’s equations of motion the microcanonical ensemble is generated. For
these reasons the microcanonical ensemble is the most fundamental equilibrium ensemble and
provides a starting point from which all other equilibrium ensembles are derived.

The Canonical Ensemble

The main disadvantage of the microcanonical ensemble is that experiments, or the vast majority
of natural processes, are not performed at conditions of constant total energy. Therefore, it
is important to develop ensembles that have different sets of thermodynamic control variables
in order to reflect more common experimental setups. The canonical ensemble is an example,
wherein the thermodynamic control variables are the constant particle number N , constant
volume V and constant temperature T . This ensemble characterizes a system in thermal contact
with an infinite heat source where the energy can fluctuate.
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This is explained as two connected NVE systems with exchange of energy between them, and
assuming that the second system is much larger than the first system with N2 � N1, V2 � V1
and E2 � E1. Here, the universe consists of the combination of both systems with E = E1 +E2,
and with the condition that the universe is treated within the microcanonical ensemble by means
of the Hamilton’s equations. Thereby, in the small system the energy fluctuates to generate a
Boltzmann distribution due to the exchange of energy with the heat source to which it is coupled,
leading to a constant temperature in the small system.

In molecular dynamics, several methods have been proposed to mimic the effect of a thermal
reservoir. These methods are known as thermostats and can be classified into the coupling
methods, the stochastic methods and the extended-system methods. One of the most commonly
used thermostat is the coupling method developed by Berendsen et al. in 1984 [154]. This
thermostat rescales the velocities of each particle every time step in such a way that the rate of
change of the temperature is proportional to the difference between the heat bath temperature
T0 and the system temperature T ,

dT

dt
=

1

τT
(T0 − T ) (3.29)

where τT is a coupling parameter whose magnitude determines how strong is the coupling between
the heat bath and the system. This method produces an exponential decay towards the target
temperature T0 according to the magnitude of the coupling constant τT . In this way, the velocities
are rescaled with a λ factor defined as,

λ2 = 1 +
δt

τT

(
T0
T (t)

− 1

)
(3.30)

Thus, using for example the leap-frog algorithm (equation 3.19), the computed velocities of
each particle are rescaled with the λ factor according to λv(t+ 1

2δt)→ v(t+ 1
2δ).

The stochastic methods are based on applying stochastic disturbances to control the temper-
ature according to the Boltzmann distribution. The most commonly used stochastic methods are
the Langevin thermostat [155] and the Andersen thermostat [156]. In the Langevin thermostat
a frictional force and a random force are applied to the momenta of the particles,

pi = fi − γpi +Ri (3.31)

where γ is a friction coefficient, and Ri is a random force. Whereas the Andersen thermostat
reassign the momentum of a random number of particles between a random number of steps
according to the Boltzmann distribution. These methods must be used with special care when
time-dependent properties, such as diffusion, wants to be computed, since these properties are
directly dependent on the parameters used [157,158].

The last methodologies to discuss are the extended-system methods. These are based on
extending the degrees of freedom of the system in order to emulate the Newtonian dynamic of
the external bath system. Since this method was introduced by Nosé [159] and modified later
by Hoover [160], this thermostat is known as the Nosé-Hoover thermostat. In this method a
new variable is introduced η, which is a scaling factor for velocities. This new variable has an
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associated momentum pη = Qη̇, where Q is the “mass” of the extra degree of freedom. The
motion equation for the extended system is then,

q̇ =
p

m
(3.32)

ṗ = F (q)− ppη
Q

(3.33)

ṗη =
∑ p2i

2mi
− nkBT (3.34)

The temperature deviation from the heath bath drives the time derivative of the velocity
scaling, rather than the scaling factor itself, as in the case of the coupling method. The Nosé-
Hoover is widely used in simulations at equilibrium, however, the behavior of this thermostat
is non-ergodic [161]. For this reason, Martyna et al. [162] formulated the Nosé-Hoover chain
thermostat, which adds additional η variables to the thermostat. Although the Nosé-Hoover
chain approach is valid at equilibrium, the desired kinetic temperature of the studied system
away from equilibrium is not guaranteed [163,164].

Figure 3.5: Comparison between the Langevin (LD), Nosé-Hoover and Berendsen thermostats
for a system with 8000 Lennard-Jones particles (Reprinted from ref. [161]).

In order to evaluate the behavior of the thermostat, Hess on his thesis [165] compared the
Nosé-Hoover, Berendsen and Langevin thermostats in a system consisting of 8000 Lennard-Jones
particles, as shown in Figure 3.5. This study reports the oscillatory behavior of the Nosé-Hoover
thermostat to reach the equilibrium, while the Berendsen and Langevin, proceed with a smooth
exponential decay. The Nosé-Hoover thermostat is therefore much less suitable to reach the
equilibrium but is reliable to generate a canonic ensemble at equilibrium [161]. In addition, the
oscillating behavior of the Nosé-Hoover thermostat [163,165] and the deviation of time-dependent
properties in the stochastic thermostats [157,158], suggest that the Berendsen thermostat is well
suited to impose nonequilibrium conditions due to the direct coupling of velocities [154].
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The Grand Canonical Ensemble

The third ensemble to be discussed is the grand canonical ensemble. This ensemble permits
the fluctuations on the number of particles at constant chemical potential µ. This ensemble
is introduced to describe situations where the particle number varies, such as the liquid-vapor
equilibrium, vapor condensation or adsorption phenomena [166,167].

The thermodynamic control variables in this ensemble are the chemical potential µ, volume
V and temperature T . Similar to the canonical ensemble, the grand canonical is explained as
two coupled NVE configurations but with exchange of energy and particles. In computational
terms, because of the inherently discrete nature of particle fluctuations, the grand canonical
ensemble does not easily fit into the continuous molecular dynamics framework. Therefore,
the discussion of computational approaches to the grand canonical ensemble is referred to the
literature [129,138].

3.2.7 Nonequilibrium Molecular Dynamics

Molecular dynamics is a powerful technique to perform studies of thermodynamics properties
such as a liquid-vapor equilibrium, heat capacity, surface tension or average structures [168,169].
Moreover, molecular dynamics has also been used to calculate transport properties, like thermal
conductivity or shear viscosity of fluids, by subjecting the system to an external perturbation
of some kind [170, 171]. Hence, in general terms molecular dynamics can be classified into two
categories:

• Equilibrium Molecular Dynamics simulations, which are the simulation setups performed
in equilibrium ensembles such as the microcanonical (by simply integrating the Newton’s
equations), or the canonical ensemble (by rescaling the velocities of the particles and solving
the Newton’s equations).

• Nonequilibrium Molecular Dynamics (NEMD) simulations, where the system is subjected
to a constant external perturbation while the Newton’s equations are integrated. It repre-
sents a nonequilibrium state in the sense that, due to the presence of an external pertur-
bation, the system at the steady state will be in a state of lower entropy. Upon removing
the external field, the system will return to the equilibrium state or maximum entropy
state [172].

The perturbations in a NEMD simulation can be imposed in two ways. (i) The boundaries
of the system are subjected to a constant perturbation, in terms of velocity or force, and the
system (or the subsystem of interest) is solved by integrating the equations of motion. The
simulations of this type are known as boundary-driven NEMD [173–175]. (ii) The equations of
motion are reformulated to include an external force [172, 176] and solved in time. In relation
of heat transport studies, this type of simulations are known as synthetic NEMD [173, 176, 177]
thus, for a general comparison, this type of simulations will be regarded as synthetic NEMD.

A practical and straightforward comparison between the boundary-driven and the synthetic
NEMD is observed in studies wherein MD simulations are used to compute the shear viscosity
of fluids confined between two parallel plates. The boundary-driven NEMD describes the case
where the plates are subjected to a constant velocity, and in consequence the fluid will be moved
by the shear of the fluid, i.e. Couette flow. In this case, the particles in the fluid are treated within
the classic Newton’s equation of motion. The synthetic NEMD, on the other hand, describe the
case where a force is introduced in the equations of motion of the fluid by,
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ṗi = Fi + f êx (3.35)

where, êx is a unit vector in the x direction and f is the magnitude of the external force. These
two cases lead to different velocity profiles with the same behavior in viscosity of the fluid. It
is important to note that boundary-driven NEMD intrinsically includes inhomogeneities in the
system due to the interface with the boundary, while in the synthetic NEMD the relationship
between flux and force is indirect. In general, the choice between these two techniques of NEMD
will depend on the phenomenon under study and the system to analyze. For example, an
interesting comparison between NEMD techniques and MD simulations was performed by Arya et
al. in 2001 by analyzing the diffusion in porous media [178]. For further details of Nonequilibrium
Molecular Dynamics the reader is referred to the literature [138,172,179].

3.2.8 Limitations of Molecular Dynamics

The main advantage of Molecular Dynamics along with the Force Field Methods is to reduce
the computational cost associated in the computation of molecular systems in comparison with
Schrödinger-based methods [127]. Furthermore, it allows the investigation of problems related
with transport phenomena that it cannot be implemented in the time-independent ab initio
methods.

However, this advantage it also reveals the clear limitations of Molecular Dynamics based on
Force Field methods: Force Fields doesn’t account for a sub-atomic description of the molecules,
then ommiting sub-atomic behaviors that, depending on the parametrization and the phisical
property to analyze, could influence the final results. For example, recent studies with ab ini-
tio calculations have suggested the preferred orientation of adsorbed water on graphene, with
hydrogen pointing towards the grapehene layer, the so called H · · · π interaction or π-hydrogen
bonding [180–182]. Similarly, the curvature in the sp2 hybridization of carbon nanotubes induce
an static dipole moment across the CNT walls. Hence, due to the Force Field nature, Molecular
Dynamics cannot account for this behaviors accurately, which could have some influence in the
study with ionic solutions. In general, Force Field methods are good for predicting properties
for classes of molecules where a lot of information already exists. For unusual molecules, their
use is limited and validations are required.

Finally, validations of Molecular Dynamics simulations are always demanded and strong
arguments are always required in any investigation. This kind of discussion was recently addresed
by van Gunsteren et al. [183]. In that Review, the authors discuss the general issues presented
in molecular simulations with emphasis on the validation tools for those simulations. From that
text is important to recall one quote: Any model or theory used in a computer simulation involves
choices (type of interaction or method). All involve assumptions and approximations.
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Chapter 4

Early Regimes of water capillary flow
in slit silica nanochannels

Parts of this chapter have been published in: Elton Oyarzua, Jens H. Walther, Andrés Mej́ıa and Harvey

A. Zambrano. Early regimes of water capillary flow in slit silica nanochannels. Phys. Chem. Chem.

Phys., 2015, 17(22), 14731-14739.

4.1 Introduction

Over millions of years, nature has optimized nanoscale biomachinery to work efficiently in an
aqueous environment. [4, 184]. Therefore, a molecular level understanding of fluid transport
is critical to pursue novel opportunities in biochemistry, drug delivery technology and medical
diagnostic devices. Indeed, fabrication techniques have evolved dramatically over the past two
decades, [5, 185–187] allowing us to conceive integrated systems on length scales comparable to
the size of intra-cellular structures [5, 188–190], opening the door to mimic the highly efficient
natural fluidic processes in different technological areas [191–194]. Nevertheless, the study of flows
confined inside nano-structures presents challenges to the application of macroscopic theories of
fluids due to the fact that the extremely large surface to volume ratio and the short time and
length scales (inherent to the nanoscale confinement) dominate the fluid transport. Therefore,
an important bottleneck in the design and fabrication of integrated nanodevices arises from
predicting the flows throughout nanoscopic conduits.

In nanofluidics, an important transport mechanism is capillary action. [6,57]. The fundamen-
tals of the current understanding of capillarity are based on the early 19th century contributions
made by Young [35] and Laplace [36]. The Young-Laplace theory of capillarity relates the pres-
sure difference across a curved interface (Laplace pressure) to the surface tension acting on the
interface as a result of its curvature. At the dawn of the 20th century, the studies carried out by
Bell and Cameron [195] and later by Washburn [46] and Lucas [45], found capillary filling to be
a square root dependent of time. The Lucas-Washburn (LW) equation relates the Laplace pres-
sure across the capillary meniscus to the Hagen-Poiseuille equation for a fully developed viscous
flow. Hence, the LW equation [46] describes the capillary filling assuming the no-slip boundary
condition and considers the liquid penetration as being determined by a force balance between
the capillary force and the viscous drag force. In the case of water invasion in a slit channel with
the width much larger than the height, the LW equation results in:
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l(t) =

√
γH cos θ

3µ

√
t (4.1)

where l is the imbibition length, t is time, H is the channel height, µ is the dynamic viscosity
(for the SPC/E water used herein: µ = 0.729 mPa s at 298 K [196]), γ is the surface tension
(for SPC/E water: γ ∼= 0.064 N m−1 at 300 K [197, 198]), and θ is the static contact angle of
the liquid on the channel wall. In this purely viscous flow model, the position of the menis-
cus relates with time as l ∝

√
t. Despite the fact that considerable effort has been devoted to

develop more sophisticated models of capillarity [51, 55, 59, 68, 72, 73, 199–201] it has been cer-
tainly possible, in many technological applications, to assume a scenario where the LW equation
predicts the capillary filling with sufficient accuracy. Nevertheless, in experiments of capillarity
performed in sufficiently long nanoscale conduits, the imbibition kinetics qualitatively follows the
LW model [11, 62, 63, 65, 66, 202, 203], reporting a slower filling rate than that predicted by the
LW equation. In fact, during the last decade different explanations have been proposed for the
observed reduction in the capillary filling speed. Tas et al. [62] attributed the slower capillary
rates to the electroviscous effect. Persson et al. [63] extended the results reported by Tas et
al. [62] and concluded that other effects, different from the electroviscosity, also contribute to the
observed deviations in the imbibition rates. In the same context, Mortensen and Kristensen [76]
found that the contribution of the electroviscous effect to the apparent viscosity is less than 1%
and therefore concluded that the electroviscous effect is not sufficiently strong to account for the
observed deviations. Subsequently, Thamdrup et al. [11] showed that the slower rates could be
related to the formation of gas nanobubbles. However, van Honschoten et al. [6] pointed out
that the Washburn model is derived for filling without bubbles and should therefore only be
applied when no bubbles are present. Moreover, Chauvet et al. [79] found that slower capillary
filling rates cannot be explained by enhanced viscous resistance due to nanobubbles. Specifically,
Chauvet et al. [79] inferred that in sub 100 nm channels, the enhanced hydrodynamic resistance
induced by the presence of nanobubbles, is compensated by the effect of the reduced volume to
fill induced by the same gas nanobubbles. An alternative explanation to the filling deviations was
presented by Haneveld et al. [66]. They proposed that water ordering near the channel walls due
to strong liquid–surface interaction could be the origin of an interfacial region with enhanced vis-
cosity which could explain the observed reduced capillary rates in nanochannels. The explanation
proposed by Haneveld et al. [66] seems to correspond to the negative velocity slip length in silica
pores reported by Gruener et al. [204] in experiments of water filling in networks of nanopores.
Nevertheless, other detailed studies have not found such an interfacial layer with enhanced vis-
cosity [205–208]. Furthermore, open questions remain about the role of line tension [209, 210],
molecular roughness [211, 212], precursor films [200, 213], dynamic contact angle [72, 201, 214],
and air displaced by the advancing meniscus [78,79]. Therefore, a comprehensive explanation to
the slower than expected capillary rates observed in the filling of nanochannels compared to the
LW equation predictions remains an open question [6, 215]

The LW equation is an asymptotic model for long times of filling; when considering filling at
short time and length scales, the LW model predicts an infinite imbibition velocity at t = 0. This
singularity in the LW model has been attributed to the absence of the inertial drag related to
the accelerating mass of fluid [50,52,53,57,61,78,199,216]. In 1923 Bosanquet [61] incorporated
the contributions of inertial drag and viscous resistance counteracting the capillary pressure.
The Bosanquet equation, modified to describe the present capillary filling in a rectangular cross-
section channel of width much greater than the height is:
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l(t)2 =
2A2

I

B

[
t− 1

B
(1− exp(−Bt))

]
(4.2)

with,

AI =

√
2γ cos θ

ρH
(4.3)

B =
12µ

ρH2
(4.4)

where ρ is the liquid density (here ρ = 997 kg m−3). The terms AI and B represent the con-
tributions to the capillary force balance from the inertial drag and from the viscous friction
losses, respectively. In order to derive solutions to the momentum balance equation, Bosanquet
assumed a particular scenario where the initial momentum of the liquid is zero. The derived
solution depicts two cases. A visco-inertial regime for imbibition times sufficiently long, where
the capillary filling can be described under the assumption of a developing viscous flow with a
vanishing inertial drag effect (AI → 0). In this case, the Bosanquet model gradually converges
into the LW model. In the opposite limiting situation, where the viscous force is much weaker
than the inertial drag and the capillary force, the Bosanquet solution of the momentum balance
equation gives:

l(t) = AIt (4.5)

where the AI factor represents a constant initial velocity corresponding to the inertial term in
the Bosanquet equation (eqn (4.2). Mathematically, the AI velocity is a singular point of the
Bosanquet equation, obtained by applying boundary conditions as limits on the imbibition ve-
locity and the position of the capillary front (see section 2.1.4). Certainly, by taking into account
the inertial drag, the methodology used by Bosanquet effectively overcomes the infinite velocity
problem in the LW equation at t = 0. Nevertheless, it leaves open questions about the physical
sense of the initial conditions at the beginning of the liquid uptake. Moreover, as pointed out
by Kornev and Neimark [217] and Andrukh et al. [218] Bosanquet did not consider important
phenomena affecting the imbibition dynamics at early times. Indeed, the Bosanquet equation
neglects the relation between the initial velocity (AI) and the momentum associated with the
liquid moving towards the capillary entrance. When a liquid approaches a hydrophilic solid, once
it enters the range of action of intermolecular forces, the adhesion effect gives rise to a start up
impulse which affects the initial velocity of the liquid invasion. Therefore, quantitatively, the
Bosanquet model cannot describe the initial kinetics of the capillary filling [216–218]. Moreover,
in nano-confinement, the capillary filling speeds are typically high [50, 52, 218], therefore incor-
rect values of the velocity in the initial inviscid regime may result in significant deviations for
predicting flow rates in short nano-slits.

Recently, the role of displaced gas in the capillary imbibition in closed-end [219–221] and open-
end nanochannels [78,79] has been addressed. In particular, Hultmark et al. [78] considered the
role of viscous resistance from the displaced air on the kinetics of capillary filling, while Chauvet
et al. [79] studied the effect on the imbibition rates of the transient pressurization of the air
ahead of the capillary front.

In this study, we report molecular simulations performed to analyze the wetting kinetics
in nano-confined fluids [17, 20, 52, 208, 222, 222–226]. Providing an atomistic description of the
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capillary filling process on its earliest time stage and during the subsequent transition towards
a fully developed flow regime, our study allows a complete characterization of the kinetics of
liquid imbibition in nanodevices. Moreover, since the time scale associated to the diffusion of air
throughout nanochannels is much larger than the time scale associated to the advancing capillary
front, we examine the effect of air ahead of the moving meniscus as it is displaced by the liquid
filling a slit channel at different air pressures.

4.2 Simulation details

To study the spontaneous capillary imbibition of water in an amorphous silica slit, a series of all-
atom MD simulations are conducted using the simulation package FASTTUBE [139,148,226,227].
We use the potentials previously developed for modeling silica, water and air. [228]. In this force
field, the potentials have been calibrated using dedicated criteria such as the contact angle of a
water droplet on a silica surface (θ = 15◦), and the solubility of air in water at different pressures.
The model is based on the simple point charge SPC/E model [133], and molecular nitrogen and
oxygen. For the SPC/E water model [133], the O-H bond and the H-O-H angle are constrained
using the SHAKE algorithm.

The silica is described by the TTAMm model developed by Guissani and Guillot [168]. For
details of the potential we refer the reader to Zambrano et al. [228] To create an amorphous silica
channel, cristobalite cells are replicated to build two parallel crystalline slabs. An annealing
procedure is implemented [228,229], wherein the two silica slabs are coupled to a Berendsen heat
bath with a time constant of 0.1 ps. The cristobalite is heated to 3000 K keeping the temperature
constant during 10 ps, and subsequently, quenching the system from 3000 K to 300 K by imposing
a cooling rate of 70 K ps−1 until the equilibrium state is reached.

Figure 4.1: Capillary filling of water in a nano-slit silica channel. H denotes the height of the
channel and l(t) the time dependent penetration length. Source: Own elaboration.

The MD simulations are conducted to study the water imbibition in channels of different
heights (H = 4, 6, 8, and 10 nm) surrounded by an air atmosphere at 0, 5, 10, 20 and 250 bar.
The system consists of two slabs of amorphous silica with a size of 31.6 × 2.5 × 3.4 representing
the channel walls. The slabs are aligned parallel to the x-y plane, while the height (H) of the
channel is defined along the z-axis cf. Fig. 4.1. The simulations are conducted in a periodic
orthorhombic box, the dimensions of the box are adjusted according to the size of each system
and the corresponding air pressure to be reproduced. More details of the systems are listed in
Table 4.1. In the simulations, using a time step of 2 fs, a water slab of 32000 molecules is coupled
to a Berendsen thermostat [154] at 300 K during 0.5 ns; then, the thermostat is disconnected and
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Table 4.1: List of the MD simulations of water imbibition. H and L are the height and the length
of the silica slit channels as illustrated in Fig. 4.1. P is the corresponding gas pressure. The
dimensions of the computational box are along the x, y and z directions, respectively. Source:
Own elaboration.

Case H (nm) L (nm) P (bar) Box dimensions (nm)

1 4 31.6 0 74 × 2.5 × 18.4
2 6 31.6 0 74 × 2.5 × 18.4
3 6 31.6 5 74 × 2.5 × 18.4
4 6 31.6 10 74 × 2.5 × 18.4
5 8 31.6 0 68 × 2,5 × 22.4
6 8 31.6 5 68 × 2.5 × 22.4
7 8 31.6 10 68 × 2.5 × 22.4
8 10 31.6 0 64 × 2.5 × 26.4
9 10 31.6 5 64 × 2.5 × 26.4
10 10 31.6 10 64 × 2.5 × 26.4
11 6 50.6 0 110 × 2.5 × 18.4
12 6 50.6 20 110 × 2.5 × 18.4
13 6 50.6 250 110 × 2.5 × 18.4

the simulations are conducted in the microcanonical ensemble (NVE) until the system is equili-
brated. Subsequently, the water slab is released from the rest to move spontaneously towards the
silica channels. In the systems with air, after the silica-water interactions are equilibrated, the
air molecules are released in the NVT ensemble at 300 K during 0.6 ns, then the thermostat is
disconnected and the simulations are conducted in the NVE ensemble for 25 ns to ensure proper
equilibration of the water and the air molecules. Afterward, the water molecules are constrained
to move toward the channel at low velocity (≈ 0.5 nm ns−1) until the water enters the region of
action of intermolecular forces. The low velocity is chosen to ensure that the imbibition kinetics
is not affected by the imposed velocity. Moreover, in order to explore the effects of air on the
later stage of imbibition, three systems consisting of a water slab with 55000 molecules filling
slits with a length of 50.6 nm are studied as listed in Table 4.1.

4.3 Results and discussion

In the present study, we conduct molecular dynamics (MD) simulations to investigate the spon-
taneous capillary imbibition of water in silica slit nanochannels as illustrated in Fig. 4.1. The slit
channels studied here have heights and lengths in the sub-100 nm range as listed in Table 4.1.
The penetration lengths of water spontaneously filling slit channels are computed by tracking the
instantaneous positions of the advancing capillary front. The axial velocity profiles are computed
by implementing a static binning procedure using a bin size of 0.2 nm along the z-axis. In order to
estimate the effect on imbibition induced by gas molecules displaced by the advancing meniscus,
density profiles of air ahead of the capillary front are computed using a dynamic binning with a
reference frame attached to the center of the capillary meniscus. An example of the meniscus is
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Figure 4.2: Position of capillary front as a function of time. (a) The red points (+) depict the
imbibition length as a function of t for a slit channels of 10 nm. The black dashed line are visual
guides to indicate the l(t) = AIt regime and the black solid line depicts the visco-inertial filling
regime. (b) The red (+), green (×) and blue (∗) points depict the imbibition length as a function
of t for channels of 6, 8, and 10 nm, respectively. The dashed lines are visual guides indicating
the linear least-squares fit to the constant velocity regime. Source: Own elaboration.

shown in Fig. 4.1.
In Fig. 4.2a, we plot the temporal evolution of the imbibition length as a function of time for

a channel with of height of 10 nm. The imbibition for channels of 6 and 8 nm are presented in
Appendix A.1. In Fig. 4.2a the dashed line represents a constant velocity regime of imbibition.
The results indicate that at the beginning of the imbibition, the capillary front moves at constant
velocity. Subsequently, at t = 0.13 ns the filling kinetics departs from being linear in time and
follows a visco-inertial regime (eqn. 4.2) depicted by the black solid line in Fig. 4.2a. Moreover,
Fig. 4.2b shows the capillary filling length as a function of time during the first 0.2 ns of the
imbibition process for slit channels of 6, 8, and 10 nm. The time histories confirm that during
the early time of capillarity, the progression of the meniscus position displays a linear dependence
of time, which indicates a capillary flow with a constant velocity for all the channels. The slopes
of the linear fits represent velocities of ca. 52, 41, and 30 nm ns−1 for slits of 6, 8, and 10 nm,
respectively. The decrease in velocity for increasing channel height is consistent with eqn. 4.3 and
previous studies [50,57,216,218]. Moreover, the results indicate that the duration of the inviscid
regime is height dependent. Therefore, the transition times (tI), between the filling regimes, are
0.05, 0.07 and 0.13 ns for the channels of 6, 8, and 10 nm cf. Fig. 4.2b.

Fig. 4.3 shows the axial velocity profiles computed at different stages of the capillary filling
in a slit channel of 6 nm. In order to compute the axial velocities, atomic trajectory data have
been collected every 10 fs. The solid blue line depicts the flow velocity profile computed between
t = 0.010 ns and t = 0.045 ns. The profile exhibits a plug shape which indicates that during
the corresponding period the flow is inviscid. Hence during this period the capillary force is
counteracted exclusively by inertial effects. The flow velocity of the solid blue line in Fig. 4.3
is consistent with the fitted velocity in the 6 nm height channel in Fig. 4.2.b at early times, a
velocity of ca. 52 nm ns−1. In agreement with previous investigations [57,217,218], the magnitude
of the initial constant velocities of capillarity computed here do not correspond quantitatively to
the velocities predicted by the Bosanquet inertial solution. Indeed, for a slit channel with a height
of 6 nm, the initial constant velocity predicted by the Bosanquet solution is AI = 143.8 nm ns−1,
which is ca. 180% higher than the initial velocity computed in this study (see also Appendix A.2).
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Figure 4.3: Axial velocity profiles for a slit channel with height of 6 nm. The reference position
(z = 0) is located at the boundary of the computational domain. The profiles are computing
extracting trajectories every 10 fs. The vertical dashed black lines represent the position of the
channel walls. The solid blue (�), black (•), and red (N) lines are velocity profiles sampled at t ∈
[0.010, 0.045] ns, t ∈ [2.200, 3.200] ns, and t ∈ [4.100, 5.000] ns, respectively. The dotted green
lines depict the fit to a parabolic flow profile. Source: Own elaboration.

In order to analyze the influence of the factors such as the pre-history of the wetting and
the formation of the meniscus on the initial velocity of capillary imbibition we perform MD
simulations of a water slab moving towards the entrance of the slit channels with heights of 6 nm
and 10 nm. In these simulations we impose different initial velocities. Specifically, the water slabs
are released 1 nm away from the channel entrance at velocities between 0 and 40 nm ns−1. Fig.
4.4 shows the instantaneous position of the water free-surface during the pre-wetting period and,
subsequently, the position of the capillary front during the beginning of the water uptake process
for different imposed initial velocities: 0, 10, 20, 30, and 40 nm ns−1, respectively. The results
indicate that the velocity of imbibition during the inviscid regime of capillarity is not affected
by the particular initial momentum. Moreover, we find that the capillary meniscus completes
its formation at different distances depending on the particular channel height. For channels
of 6 nm, we compute a dynamic contact angle of ca. 80◦ during the entire inviscid regime of
imbibition (see Karna et al. [230]). In fact, as we introduce the computed value of the initial
dynamic contact angle in the Bosanquet inertial solution (eqn. 4.3), the constant velocity, AI ,
becomes equivalent to the corresponding velocity directly computed from the MD trajectories
(ca. 52 nm ns−1). It confirms that the process of formation of the capillary meniscus is part
of the explanation to the quantitative deviations in the initial velocity of imbibition previously
reported [57, 217, 218]. Nevertheless, we regard that more studies are required to determine the
complex relation between the initial velocity of capillarity and coupled phenomena such as the
hydrodynamic losses at the channel entrance [226], the specific dynamic features of the imbibing
flow, and the interfacial viscoelasticity [231] associated with the transfer of momentum at the
beginning of the capillary uptake.

During the later stages of the capillary filling, viscosity can no longer be neglected. Fig. 4.2
shows that the inviscid constant velocity regime is followed by a subsequent period wherein the
capillary filling kinetics departs from being linear in time. The velocity profile depicted by the
solid black line in Fig. 4.3 is computed in a channel with a height of 6 nm. The axial velocities are
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Figure 4.4: Pre-history of the capillary imbibition process for the channel of 6 nm. The red
(+), green (×), blue (∗), yellow (•) and brown (N) points depict the temporal evolution of
the position of the liquid–vacuum interface for imposed initial velocities of 0, 10, 20, 30, and
40 nm ns−1 respectively. The dashed black line indicates the position of the channel entrance.
For all the imposed initial velocities, it could be observed a filling regime with constant velocity
l(t) = AIt regime immediately after the water uptake. Source: Own elaboration.

averaged between t = 2.2 ns and t = 3.2 ns. The flow profile displays a significant velocity gradient
in a direction normal to the wall which confirms that viscous losses have to be taken into account.
We infer that after the transition time, e.g., for a channel of 6 nm, tI = 0.05 ns, the Laplace force
driving the filling is balanced by a competition between inertial and viscous drags. We regard
this stage of capillarity as the visco-inertial regime. Theoretical studies [53] of capillary filling
have found that this visco-inertial stage, following directly the purely inviscid-inertial regime,
corresponds to the visco-inertial regime described by the Bosanquet equation [61, 216] as term
B 6= 0 (eqn. 4.4). In this work we compute the temporal position of the meniscus during the
capillary filling of slit nanochannels and find good agreement to the Bosanquet model (eqn. 4.2).
Indeed, Fig. 4.2.a and Fig. 4.5.a show that the capillary filling kinetics follows the Bosanquet
model for channels of 10 nm and 6 nm, respectively, with a deviation of ca. 2.5%. We attribute
this deviation to the molecular roughness of the silica walls of the nanochannels. It should be
noted that as the liquid imbibition evolves inside the channel, progressively the viscous flow losses
will dominate the inertial drag. At the moment, when the viscous friction losses dominate the
force due to the Laplace pressure, the Bosanquet filling regime converges into a regime dominated
by the viscous friction drag where inertial effects can be neglected. Indeed, Fig. 4.5 shows that
the filling kinetics displays a l(t) ∝

√
t after ca. 3.5 ns for a channel of 6 nm and after ca. 0.6 ns for

a channel of 4 nm, respectively, which indicates that the capillary filling has reached the purely
viscous regime. It should be noted that the filling kinetics for the channels of 4 and 6 nm deviates
ca. 20% from quantitative prediction using the LW equation (eqn. 4.1).

We study systematically the influence of air on the imbibition kinetics of water in nanochan-
nels by performing simulations of capillary filling at different air pressures. The density profiles
shown in Fig. 4.6 for the 6 nm channel subject to air pressures of 10 and 20 bar clearly demon-
strate an accumulation of gas in front of the meniscus of ca. 4.0 kg m−3 corresponding to at
least an overpressure of 3.5 bar. Similarly, the 10 nm channel subject to a gas pressure of 10 bar
experiences a gas accumulation of ca. 1.7 kg m−3 and an overpressure of 1.5 bar (Fig. 4.6). The

43



 0

 5

 10

 15

 20

 25

 30

 35

 40

 0  1  2  3  4  5

l 
(n

m
)

t (ns)

(a)

 0

 2

 4

 6

 8

 10

 12

 14

 16

0.0 0.2 0.4 0.6 0.8 1.0 1.2

l 
(n

m
)

t (ns)

(b)

Figure 4.5: Imbibition length as a function of time. (a) The green (•), red (+) and blue (∗)
points depict the position of the meniscus as a function of time for a channel of 6 nm in vacuum,
at 20 and at 250 bar, respectively. The dashed lines correspond to a linear regression in the
constant velocity regime. The solid and dashed-dotted black lines are a visual help to indicate
the visco-inertial and LW (l(t) ∝

√
t) imbibition regimes, respectively. (b) The red (+) points

show the position of the meniscus as a function of time for a channel of 4 nm in vacuum. The
solid black line shows the filling regime following l(t) ∝

√
t. Source: Own elaboration.

computed overpressure values suggest that the accumulation of gas is size-dependent; higher
overpressures are computed for channels with smaller height. In order to extend the study of the
effect of displaced air on the capillary filling rates, a simulation of a channel of 6 nm subjected
to an air pressure of 250 bar is conducted. In Fig. 4.6, the density profile of air for the channel
of 6 nm at 250 bar reveals an accumulation of gas in front of the meniscus of ca. 39.5 kg m−1

corresponding to an overpressure of at least 34 bar. Fig. 4.5a shows that the capillary filling
kinetics qualitatively follows the Bosanquet model for a channel of 6 nm in the presence of air
at 20 and 250 bar. Moreover, Fig. 4.5a shows that the filling rate for the case of 250 bar devi-
ates ca. 30% from the filling rate computed under vacuum. It demonstrates that air occupying
nano-meter long slit channels does offer a mechanical resistance to the capillary penetration of
the water. Furthermore, the results of the present study suggest that the accumulative effect of
the gas viscous friction and the pressurization on the meniscus could be part of the explanation
for the slower than expected capillary filling rates observed in experiments of long (> 100 nm)
channels [11,62,65,66,202].

4.4 Conclusions

In this study, we present an investigation of the early stage of capillarity in slit nanochannels
in the nanoscale range. Performing all-atom large-scale MD simulations, we confirm that the
spontaneous capillary filling of slit silica channels follows a purely inviscid flow regime with
constant velocity during the very first stage of imbibition. Subsequently, the capillary filling
kinetics evolves in a developing flow where the capillary force is balanced by contributions from
inertia and viscous drag losses. As the filling length becomes sufficiently large, the inertial
effect on the imbibition dynamics becomes negligible with regard to the viscous drag and a
fully developed Poiseuille flow is attained. Furthermore, the effect of the influence of air on
the imbibition is systematically investigated. We predict a gas overpressure in front of the
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Figure 4.6: Transient accumulation of gas computed ahead of the capillary front. The reference
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respectively, as a function of the distance from the advancing meniscus. The red (+) and blue
(∗) lines depict the air density at 10 bar as a function of the distance from the advancing meniscus
for channels with heights of 6 nm and 10 nm, respectively. Source: Own elaboration.

advancing meniscus as the capillary action takes place. Moreover, our results indicate that in
slit channels the air displaced by the imbibing water is found to have an important effect on
the capillary filling kinetics. In this study we provide an approach to extend the applicability
of the Bosanquet model of capillarity to describe nanoscale imbibition of water. The approach
consists of a modified Bosanquet equation with the initial constant velocity computed directly
from atomistic simulations. The proposed model is suitable for describing the entire capillary
filling process in nanoscopic slit channels in the presence of air.
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Chapter 5

Water thermophoresis in Carbon
Nanotubes: the interplay between
thermophoretic and friction forces

Parts of this chapter have been published in: Elton Oyarzua, Jens H. Walther and Harvey A. Zambrano.

Early regimes of water capillary flow in slit silica nanochannels. Phys. Chem. Chem. Phys., 2018, 20, 3672-

3677.

5.1 Introduction

Thermophoresis is a directed motion of particles caused by the presence of an externally imposed
thermal gradient. In particular, thermophoretic movement of a particle suspended in a molecular
media is the consequence of a thermally rectified Brownian motion [85, 232]: molecules in the
hotter region of the media collide with the particle, transferring a greater momenta as compared
to the molecules in the colder regions. During more than a century, theoretical and experimental
studies have been conducted to understand the factors governing the termophoretic transport
and elucidate its complex underlying physics [91, 233, 234]. One of these pioneer investigations
was made by Epstein in 1929 [92], who derived the first expressions for the thermophoretic
force and velocity. Thereafter, motivated by its important practical consequences in the field of
aerosol technology [235], numerous investigations of thermophoresis of particles in gases have been
conducted [94,96,97,236,237]. Thermophoresis of suspended particles in liquids was first studied
by McNab and Meisen [93], who found thermophoretic motion of a particle to be independent of
the particle size. More recently, and motivated for potential applications of nanofluid solutions,
this phenomenon has also been studied in dispersions of nanoscale particles immersed in fluids
[103–105]. Thermophoresis is fundamentally related with the phenomenon of thermodiffusion in
liquid solutions [100, 233], also called the Ludwig-Soret effect [233, 237] after Carl Ludwig [238]
and Charles Soret [239] who independently studied this phenomenon in the 19th century.

Nowadays, the advent of extremely accurate nanofabrication techniques has led to envision
novel integrated nanofluidic devices wherein the functional stations are connected by nanocon-
duits [23,240,241]. In this context, thermophoresis may play a critical role as an enabling technol-
ogy for achieving controlled transport of fluids in nanoscale devices. Recently, carbon nanotubes
(CNTs) [242] have emerged as ideal conduits for ultra-efficient water transport [243–246] due
to their molecularly smooth graphitic walls [247], well controlled diameter, spatial nanoconfine-
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Figure 5.1: (a) Schematic of the studied system. The droplet inside the CNT moves from the
high temperature side towards the cooler side of the CNT. The thermostat is applied directly
to the carbon atoms, the red zone represents the high temperature section while the blue zone
represents the low temperature section. (b) Time evolution of the center of mass position of the
droplet consisting of 800 water molecules under different imposed thermal gradients. (c) History
of the velocity of the center of mass of the droplet consisting of 400 water molecules under a
imposed thermal gradient of 0.50 K/nm. The solid line depicts the constant velocity regime.
Source: Own elaboration.
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ment and outstanding thermal and mechanical properties [244,248]. Hence, the thermophoretic
transport of fluids through the inner-core of CNTs has considerable technological and scientific
implications. In fact, the practical use of thermophoresis in future CNT-based nanofluidic devices
requires the feasibility of achieving predictable and controllable thermophoretic water transport
inside CNTs. To date, despite the important efforts that have been devoted to investigate
thermophoresis inside and outside CNTs [106,107,110,111,249–252] [20, 253–256], the interplay
between applied thermal gradient, thermophoretic velocity, solid-liquid friction [247, 257–259]
and thermophoretic force [110, 250, 252] in a water/CNT system, has not been studied. In this
chapter, we present an atomistic study of the kinetics associated with thermophoresis of water
nanodroplets confined inside single wall carbon nanotubes and its interplay with the solid-liquid
friction force.

5.2 Methodology

To carry out this investigation, we employ both constrained and unconstrained Molecular Dynam-
ics simulations of nanodroplets confined in CNTs which are subjected to a constant axial thermal
gradient. The axial thermal gradient is applied by coupling two Berendsen thermostats [154] at
different temperatures to the carbon atoms at the respective ends of the CNT cf. Fig. 5.1a.
As demonstrated in previous studies, a Berendsen thermostat is suitable for imposing proper
nonequilibrium conditions in CNTs [161, 260], and also exhibit correct mechanical responses at
relatively constant temperature during CNT compression [261]. The MD simulations are per-
formed using the parallel MD package FASTTUBE [17,20,106,139]. The equations of motion are
integrated in time using the leapfrog scheme with a time step of 2 fs. Periodic boundary condi-
tions are considered in the direction parallel to the CNT axis and with free space conditions in the
normal directions. The carbon-carbon intramolecular interactions of the CNT are described by
a Morse bond, a harmonic cosine of the bending angle, and a torsion potential [20,106,110,139].
The water is modeled using the rigid SPC/E water model [133] with the O-H bond and the H-
O-H angle constrained using the SHAKE algorithm. The water-CNT interactions are described
by a 12-6 LJ potential calibrated to reproduce a water contact angle of 81◦ as described by
Werder et al. [148] and Zambrano et al. [20]. The van der Waals and Coulomb interactions are
truncated at 1.0 nm with the Coulomb potential smoothly truncated to ensure energy conserva-
tion [20, 139]. The MD package and the force fields have been extensively validated in previous
studies of thermophoresis [20, 106, 110, 148, 252, 262]. For details of the potentials and setup of
the simulations, we refer the reader to Zambrano et al. [20].

In the unconstrained MD simulations of thermophoresis [20,106,111,250–253,256], a constant
thermal gradient is applied along the axis of the CNT. The imposed thermal gradient induces
a thermophoretic motion of the confined nanodroplet in the opposite direction of the thermal
gradient. Moreover, in line with the results presented by Shiomi and Maruyama [256], two
regimes in the movement of the nanodroplet are observed: first an acceleration regime wherein
the thermophoretic force is larger than the friction force, and then, a constant velocity regime,
wherein the thermophoretic force balances the friction force and the droplet reaches its terminal
velocity. Furthermore, to gain insight in the kinetics of the droplet motion, constrained MD
simulations are conducted. This set of simulations consists of setting the center of mass velocity
(vcom) every time step to a target value, forcing the droplet to move with a constrained velocity
without affecting the velocity distribution of the molecules in the droplet. Constrained MD
simulations are performed with and without imposed thermal gradients. The MD simulations
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Figure 5.2: (a) Friction force as a function of the velocity of center of mass (vcom) for droplet
sizes 400(N), 600(�) and 800(•) water molecules at 325 K. The dashed lines are fits to the data.
Inset: Friction forces divided by the respective solid-liquid contact area. (b) Friction force as
a function of temperature with imposed vcom of 20 nm/ns and 80 nm/ns with a droplet of 400
water molecules. The dashed lines are fits to the data. Source: Own elaboration.

with constrained velocity were introduced by Schoen et al. [106] and then, in a similar context,
reported by Zambrano et al. [252]. Further details of this technique are provided in Appendix B.1.

5.3 Results and discussion

In this study, an armchair CNT with chirality (17,17) and length of 75 nm is considered for
all cases. Thermal gradients of 0.2, 0.5, 0.7 and 0.85 K/nm are imposed along the axis of the
CNT wherein water nanodroplets of different sizes are confined. The nanodroplets confined in
the CNTs consist of 400, 600 and 800 water molecules. A schematic of the system is shown in
Fig. 5.1a. From the atomistic trajectories, the temporal evolution of both position and velocity
of the center of mass of the droplets are extracted. In line with previous studies [20,106,252,256],
a directed displacement of the droplet is observed from the high temperature zone towards the
low temperature zone. Moreover, for all cases we observe higher center of mass velocities as
higher thermal gradients are imposed along the CNT cf. Fig. 5.1b. Furthermore, as shown in
Fig. 5.1c, during the droplet displacement two dynamic regimes can be identified: first a regime
with increasing velocity in time and subsequently, a constant velocity regime as depicted by the
solid line. We notice that in this set of simulations, the only forces acting on the droplet are the
thermophoretic force (FT ) which is the force exerted by the thermal gradient, and the retarding
friction force (FF ) acting at the solid-liquid interface, hence, the resulting net force is

FN = m · a = FT − FF (5.1)

where m is the mass of the droplet and a is the instantaneous acceleration. Figure 5.1c infers that
within the first regime the magnitude of the thermophoretic force acting on the droplet is higher
than the magnitude of the friction force, conversely, during the constant velocity regime, the
retarding friction force balances the thermophoretic force, i.e., the droplet reaches its maximum
velocity at zero net force. The behavior exhibited by the droplet motion suggests that the instan-
taneous magnitude of the friction force and/or the thermophoretic force must be dependent on
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the instantaneous velocity of the droplet. In order to analyze the relationship between the droplet
speed and the thermophoretic and friction forces, sets of isothermal and non-isothermal MD sim-
ulations are performed at different constrained velocities. From the constrained simulations with
an imposed thermal gradient, the instantaneous net force (FN ), i.e., the force instantaneously
accelerating the droplet is computed from the simulations, similar to the analysis performed by
Schoen et al. [106] and Zambrano et al. [252]. Furthermore, the instantaneous retarding fric-
tion force (FF ) is computed from the constrained simulations at constant temperature. The
thermophoretic force (FT ), which is the force exerted on the droplet by the imposed thermal
gradient, is calculated by adding the friction force (FF ) to the net force (FN ) at the respective
velocity, according eqn. (5.1). We notice that the center of mass velocity (vcom) of the droplet is
assumed to be equivalent to the slip velocity considering the ultra-high slippage inherent in the
water-CNT interface, in line with Falk et al. [257]. In fact, previous investigations [246,263,264]
reported water slip length over 75 nm for a CNT of 2 nm in diameter, leading to a plug-like
velocity profile for water confined in CNTs [20, 247]. Furthermore, Chen et al. [265] found that
water droplets spontaneously slip inside CNTs owing to thermal fluctuations of water at room
temperature.

The friction force as a function of the constrained center of mass velocity is shown in Fig. 5.2a.
In line with the previous studies [257, 258, 266], the magnitude of the friction force increases for
higher velocities of the droplet. Indeed, the magnitude of the friction force is linearly proportional
to the droplet velocity. Note that the negative values in the magnitude of the friction force are
due to the force direction opposite to the displacement of the nanodroplet. In Fig. 5.2a, each
point is computed from the atomic trajectories obtained from independent 3 ns MD simulations at
constant temperature, the red, green and blue dashed lines are fits to the data assuming FF = 0
for v = 0 [265]. Moreover, the dashed lines in Fig. 5.2a. display different slopes because each
nanodroplet (400, 600 and 800 molecules) has different liquid-solid contact areas. In fact, if the
magnitudes of the computed friction forces presented in Fig. 5.2a are divided by the respective
contact area, all the data converge to a single slope, as shown in the inset of Fig. 5.2a, where
the magnitude of the slope corresponds to a friction coefficient of 3631 Ns/m3. Moreover, as the
temperature imposed along the CNT is systematically varied in each isothermal simulation, the
friction force is found to be independent of the imposed temperature in the range considered (see
Fig. 5.2b). Thus, in non-isothermal simulations we assume that the magnitude of the friction
force does not change as different thermal gradient are imposed along the CNT.

The net force (FN ) acting on the nanodroplets is computed from constrained MD simulations
with imposed thermal gradients. Constant velocities ranging from 3 m/s to 120 m/s are imposed
to the center of mass of the droplet while thermal gradients of 0.20, 0.50 and 0.70 K/nm are
applied along the axis of the CNT. For the case of a water droplet of 400 molecules, the net force as
a function of the imposed velocity is depicted in Fig. 5.3a. For all the imposed thermal gradients,
we observe that the instantaneous net force decreases linearly with the imposed velocity, starting
from a positive value at zero velocity and decreasing until it vanishes when the droplet achieves
its terminal velocity. Moreover, it should be noted in Fig. 5.3a that the slope of the blue,
green and red dashed lines is equivalent to the slope for the corresponding dashed red line in
Fig. 5.2a, which is the friction coefficient times the solid-liquid contact area. The dashed red
line in Fig. 5.2a shows the friction force versus velocity for the same droplet consisting of 400
water molecules, therefore, the decrease in the net force is due to the growth of the friction force
with higher velocities. Since FN = m · a, the thermophoretic motion of the droplet is associated
with a decreasing acceleration during the first regime (see Figure B.4 in Appendix B), before the
terminal velocity is reached, showing no evidence of a constant acceleration regime during the
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Figure 5.3: Net force and thermophoretic force of the 400 water molecules case under thermal
gradients of 0.20 K/nm (N) 0.50 K/nm (�) and 0.70 K/nm(•). (a) Net force as a function of the
velocity of center of mass. The solid black line is a guide for FN = 0. (b) Thermophoretic force
as a function of the velocity of center of mass. The dashed lines are fits to the data. The solid
black line is the absolute value of the friction force for the 400 water molecules case (Fig 2.a).
Source: Own elaboration.

thermophoretic motion as inferred by previous authors [256,267].
From the computed friction and the instantaneous net forces, the thermophoretic force is

calculated. In Fig. 5.3b the thermophoretic force for the 400 water molecules case is presented,
wherein each point is obtained from the sum of the net force (FN ) computed from the constrained
simulations (Fig. 5.3a) and the friction force (FF ) (Fig. 5.2a) at the corresponding velocity, ac-
cording to Eq. (7.1). As depicted in Fig. 5.3b, the thermophoretic force displays no dependency
on the droplet velocity, i.e., the droplet is subjected to a constant thermophoretic force during
the motion. Moreover, Fig. 5.3b shows that for higher imposed thermal gradients, the ther-
mophoretic force increases as observed in previous studies [106, 250, 252, 256]. We note that the
relation between velocity and thermophoretic force has been studied for systems consisting of
motile coaxial CNTs [252] wherein a decreasing thermophoetic force has been observed for higher
velocities of the inner CNT. Conversely, in the present study for a solid-liquid interface, we find
that the thermophoretic force is not velocity dependent while the friction force increases linearly
with the droplet speed.

It is also interesting to evaluate the effect of the size of the droplets on the thermophoretic
and net force. The net force as a function of the constrained center of mass velocity is shown in
Fig. 5.4a for droplets consisting of 400 (red triangles), 600 (green squares) and 800 (blue circles)
molecules under an imposed thermal gradient of 0.50 K/nm. The dashed lines in Fig. 5.4a are
linear fits for each case, with the slopes depicting the friction coefficient times the respective
solid-liquid contact area. Note that the solid-liquid contact area is larger for droplets with
higher number of water molecules. Therefore, Fig. 5.4a indicates that all the nanodroplets move
with a decelerated motion, slowed down with a rate that is directly proportional to the size of
the particular nanodroplet (See Fig. 5.2a), i.e., at the same instantaneous speed, droplets with
a larger solid-liquid contact area experience a higher retarding friction. Indeed, as shown in
Fig. 5.4a for an imposed thermal gradient of 0.50 K/nm, the magnitude of the terminal velocity
is higher for droplets with smaller number of water molecules. The same behavior is observed
for different imposed thermal gradients as shown in Figure B.5 in Appendix B. Furthermore, the
thermophoretic force is computed from the net force values presented in Fig. 5.4a. In Fig. 5.4b,
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Figure 5.4: Net force and thermophoretic force for droplet sizes of 400(N), 600(�) and 800(•)
water molecules under an applied thermal gradient of 0.50 K/nm. (a) Computed Net force as
a function of the velocity of the center of mass. The dashed lines are fits to the data. (b)
Thermophoretic force as a function of the velocity of center of mass. The dashed lines are fits to
the data. Source: Own elaboration.

for an imposed thermal gradient of 0.50 K/nm, higher thermophoretic forces are computed for
longer water droplets, which shows that the magnitude of the thermophoretic force is directly
related to the droplet size (or the droplet length due to the constant CNT cross-section). It
should be noted that there is no consensus about the relation between the thermophoretic force
and the size of the motile particle. For example, the thermophoretic force has been found to be
dependent of particle size for distributions of particles in gas media [99, 268] and for particles
inside CNTs [269]. On the other hand, a non-size dependence of the thermophoretic force has
been found for solid particles in liquid media [93], oil droplets in liquid mixtures [270] and double-
walled CNTs [250]. Here, to gain insight into the relationship between the thermophoretic force
and the particular size of the water nanodroplet, Fig. 5.5 depicts the thermophoretic force as a
function of the thermal gradient for droplets consisting of 400, 600 and 800 water molecules. The
results indicate that the magnitude of the thermophoretic force acting on the droplet is directly
related to both the magnitude of the imposed thermal gradient and the particular length of the
droplet. Therefore, in line with previous studies [107,110,111], we infer that the thermophoretic
force acting on the droplet is generated by the net current of phonons induced by the imposed
thermal gradient, i.e., the rectified thermal vibrations of the carbon atoms provide the effective
force to drive the water droplet through the CNT. Nevertheless, we notice further investigation
is required to find the precise relationship between the interfacial phonon scattering dynamics
and the thermophoretic force acting on nanodroplets confined in CNTs. We believe that this
investigation provides deeper understanding of liquid transport driven by temperature gradients
in nanodevices and will be useful for the development of nanofluidic applications.

5.4 Conclusions

In summary, by using molecular dynamics we studied in detail the interplay between ther-
mophoretic and friction forces which govern the thermophoretic transport of water nanodroplets
through CNTs. The results indicate that the thermophoretic force is not velocity dependent
while the friction force increases linearly with the droplet speed. Moreover, we find that the
magnitude of the thermophoretic force is determined by the imposed thermal gradient and the
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600 (�) and 800 (•) water molecules. Source: Own elaboration.

particular length of the droplet. In general, the thermophoretic motion of a nanodroplet exhibits
two kinetic regimes: (i) an initial regime wherein the droplet moves with decreasing acceleration,
i.e., the friction force is linearly proportional to the droplet velocity whereas the thermophoretic
force has a constant value defined by the thermal gradient and the droplet length, and (ii) a
subsequent regime wherein the droplet moves at constant velocity due to balance between the
thermophoretic force and the retarding friction force. The results presented in this thesis con-
tribute to gain insight in the transport of liquids driven by thermal gradients and have practical
implications for the design of CNT-based nanofluidic devices.
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Chapter 6

Thermal Brownian Motor Concepts

6.1 Introduction

As discussed in section 2.3 of this thesis, in order to perform a useful work from the Brownian
motion, two conditions need to be satisfied in the design of a device: (i) the breaking of spatial
symmetry and (ii) the breaking of thermal equilibrium [25, 26, 118]. Therefore, in the quest to
develop an apparatus that meet these conditions and provides useful work, three types of spatial
asymmetries are proposed and studied in this thesis. The three spatial asymmetry concepts for
thermal Brownian motors are shown in Fig. 6.1. For all these concepts, the thermal symmetry
is broken by applying two different temperatures at particular locations along the device.

In this Chapter, the Brownian motor concepts of Fig. 6.1.a and 6.1.b are discussed, whereas
in Chapter 7 a full description and analysis of the third concept (Fig. 6.1.c) is presented. The
Brownian motors proposed in this thesis are based in carbon nanotubes and the fluid to be
transported is water. Due to the ultrasmoothness of the CNT walls [247, 271] and their high
thermal conductivity [244], CNTs arise as the perfect candidate of a Brownian motor device for
water transport.

The concept of conical junction connecting two carbon nanotubes of different cross section
has been theoretically studied [272–274] and experimentally fabricated [275, 276]. Since then,
the concept of conical junction between carbon nanotubes has served as inspiration for differ-
ent nanotechnological applications [273, 277–280]. Carbon nanotubes capsules have also been
investigated in the last decade [281–283], and have been used for linear motors with an outer
CNT [252, 284]. A description and analysis of the Brownian motor concepts of Fig. 6.1.a and
6.1.b are presented in the following sections.

6.2 Methodology

The simulations of the Brownian Motors are performed using the molecular dynamic package
FASTTUBE [139]. The equations of motion are integrated in time using the leapfrog scheme with
a time step of 2 fs. All the Brownian motor designs are simulated in an orthorhombic box with
periodic boundary conditions in the axial direction of the CNTs and free space conditions in the
radial direction. The carbon-carbon intramolecular interactions of the CNT are described by a
Morse bond, a harmonic cosine of the bending angle, and a torsion potential [20,110,139]. For the
carbon-carbon intermolecular interaction between the capsule and the outer CNT (Fig. 6.1.b),
a Lennard-Jones potential with parameters of εCC= 0.4396 kJ/mol and σCC= 0.3851 nm is im-
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(a)

(b)

(c)

Figure 6.1: Representations of the thermal Brownian motors proposed in this thesis wherein each
case makes use of a different type of spatial asymmetry. The thermal symmetry in all the cases
is broken by applying two different temperatures as depicted by the red zone (high temperature)
and the blue zone (low temperature) on each case. (a) Conic junction concept. In this device, the
momentum transfer in the high temperature zone is expected to be higher than the momentum
transfer in the low temperature zone. In this example, two carbon nanotubes (CNTs) with
chiralities of (12,0) and (32,0) are joined by a conical junction. (b) Straight CNT with an inner
CNT capsule and a portion of fluid. (c) Straight CNT filled with water and three fixed points
(black dots) along the CNT. This last concept is fully discussed in Chapter 7. Source: Own
elaboration.

plemented to describe the van der Waals interactions [20, 252]. Water is modeled by the rigid
SPC/E model [133] and the water-CNT interactions are described by a 12-6 LJ potential cal-
ibrated for a 81◦ contact angle [20, 148]. The van der Waals and Coulomb interactions are
truncated at 1 nm, while the Coulomb potential is smoothed to ensure energy conservation (see
section 3.2.3) [20, 139]. For further details of the potentials, the reader is referred to Zambrano
et al. [20].

In order to break the thermal symmetry of the system, two temperatures are imposed at
different locations on the CNT. To achieve this, two Berendsen thermostats [154] are applied
to the carbon atoms in the heated zones as depicted in Fig. 6.1, where the high temperature
thermostat is applied to the carbon atoms in the red zone and the low temperature thermostat
is applied to the carbon atoms in the blue zone. It is important to note that the thermostats are
not applied to the water molecules during the nonequilibrium molecular dynamics simulations.

The conical junctions fabricated in this work, as the one depicted in Fig. 6.1.a, are computa-
tionally created by introducing pentagon and heptagon carbon rings as defects in the honeycomb
lattice, as can be seen in detail in Figure 6.2.a. The pentagons and heptagons in cone-like carbon
nanotubes were first observed by Iijima et al. in 1992 [285] by means of transmission electron
microscopy. These defects are related with the pentagons and heptagons found in fullerenes or
buckyballs, as pointed out by Iijima et al. [285]. The conical junctions created in this work are
based in the investigation of Saito et al. [272] who used a projection method from a graphene
sheet by following the chiral angles of the CNTs. The work of Saito et al. [272] was replicated in
the investigations of Hanasaki et al. [277] and Wu & Li. [273], which also served as inspiration in
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(a) (b)

Figure 6.2: (a) Representation of a conic junction of two CNTs with chiralities of (8,0) and (12,0).
The pentagon and heptagon defects are introduced to connect two CNTs. (b) Representation
of the CNT capsule used in the Brownian motor concept depicted in Fig. 6.1.b. Source: Own
elaboration.

the fabrication of our conical junctions. Similarly, the CNT capsule used in the Brownian motor
concept depicted in Fig. 6.1.b also includes the pentagons and heptagons defects, following the
fullerene concept [286]. The capsule presented in this work (see Figure 6.2.b) consists of a central
CNT with chirality of (16,0) and the caps corresponding to the half of a C188 fullerene. The
total length of the capsule is 6 nm and the diameter is 1.25 nm.

The introduction of pentagons and heptagon defects in carbon nanotubes induce a decrease in
the thermal conductivity locally [274, 287]. Likewise, a conical junction between two CNTs also
decrease the thermal conductivity locally [274, 288]. Therefore, in order to avoid any drawback
in the functioning of the thermal Brownian motor, the thermostats are applied in the carbon
atoms of the conic junctions, as shown in Fig. 6.1.a.

6.3 Results and discussion

6.3.1 Spatial asymmetry by conic junctions

The first spatial asymmetry concept to be analyzed for a Brownian motor is depicted in Fig. 6.1.a.
In this device, the spatial symmetry is broken by changing the cross section of a straight CNT and
joining two CNTs of different diameters. The created conic junction imposes a diagonal interface
connecting the two CNTs, similarly to a curved interface of a liquid drop in a hydrophobic
pore or like the caps of a CNT capsule. The application of a thermal gradient (i.e. thermal
asymmetry) would induce a higher momentum transfer between the heated carbons and the
water molecules in the high temperature zone (red junction in Fig. 6.1.a) compared to the zone
of low temperature (blue junction in Fig. 6.1.a), producing a rectified and continuous water
flow, hypothetically. In order to study this Brownian motor concept, three devices with different
combinations of diameters are analyzed, which are summarized in Table 6.1. It should be noted
that all the devices are completely filled with water.

In order to evaluate the feasibility of this water pump on its extreme working condition, the
highest possible temperature difference considering the phase change of water is applied in the
three studied cases [289]. The imposed temperatures are 400 K in the high temperature zone
and 260 K in the low temperature zone, producing different thermal gradients in the studied
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Table 6.1: Brownian motor concept with conical junctions. In these devices the spatial asimmetry
is imposed by breaking the cross section and joining two CNTs of different diameters. Source:
Own elaboration.

CNT Thermal Mean
Case chiralities Diameters (nm) Temperatures (K) Gradient (K/nm) velocity (m/s)

1 (40,0) - (24,0) 3.13 - 1.88 400 - 260 5.8 0.0
2 (32,0) - (20,0) 2.50 - 1.57 400 - 260 5.2 0.0
3 (32,0) - (12,0) 2.50 - 0.94 400 - 260 5.8 0.0

configurations (see Table 6.1 and Fig. 6.3.b). The simulation time of the cases presented in
Table 6.1 is 40 ns for each case. However, as indicated in Table 6.1, none of the three cases
studied produce a rectified water flow. The radial velocity profile and the axial temperature
profile for case 1 in Table 6.1 are shown in Fig. 6.3. From the radial velocity profile (Fig. 6.3.c)
it is observed that the proposed Brownian motor does not produce a water flow velocity. Similar
profiles are obtained for cases 2 and 3 of Table 6.1.

Several causes are suggested in order to explain the failure of the proposed Brownian motor;
however, a further study is required to fully understand the non-functioning of this device.
The first cause is attributed to the thermal resistance between carbons and water (Kapitza
effect) [290], which significantly reduces the heat exchange between them, thus reducing the
momentum transfer between the solid wall and the fluid. The second cause is attributed to the
hydrodynamic resistance inherent in a conical outlet or contraction [4,291], neglecting any small
thrust produced in the high temperature zone, if any. Overcoming the last suggested cause is
a dead end. For example, if the diameter difference between the CNTs is increased, in order to
increase the momentum transfer in the hot side, that change in the diameter difference results in
an increase in the hydrodynamic resistance at the conical outlet [4,291]. These combined causes
lead to an energy exchange between the carbon atoms of the CNT and the water molecules as a
thermal exchange only, making any rectification of the water movement impossible.

6.3.2 Spatial asymmetry by an inner capsule

The second spatial asymmetry concept for a Brownian motor to be discussed is depicted in
Fig. 6.1.b. The operating mechanism of this device consists in the use of an internal CNT capsule
[284] to drive the confined fluid similar to a piston. Thereby, under an applied thermal gradient
in the outer CNT (thermal asymmetry), the inner capsule will be moved with a thermophoretic
motion [252], pushing the portion of water continuously. In this case the spatial asymmetry of
this Brownian motor is found in the interface between the solid caps of the capsule and the solid
wall of the CNT.

In the device studied here, an outer CNT of 38 nm long with a chiral vector of (25,0) is used.
The inner capsule consists of a central CNT with a chiral vector of (16,0) and caps corresponding
to the half of a C188 fullerene, obtaining a capsule with a total length of 6 nm and a diameter of
1.25 nm (see Figure 6.2.b).

First, we evaluate the Brownian motor concept without water, testing the feasibility of the
thermophoretic motion of the capsule following the investigation of Zambrano et al. [252]. Unlike
the linear motor proposed by Zambrano et al. [252], the present capsule includes caps in both
ends, as shown in Figure 6.2.b. In order to track the motion of the capsule, we compute the
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Figure 6.3: Simulation of the Brownian motor with conical junctions consisting of CNTs with
chiralities of (40,0) and (24,0), corresponding to case 1 in Table 6.1. (a) Representation of the
device. (b) Temperature profile along the device. (c) Radial velocity profile of water inside the
device. Source: Own elaboration.

center of mass (CoM) position of the capsule in time. By applying temperatures of 340 K and
260 K at the respective ends of the outer CNT (see Fig. 6.4.b), we observe a direct motion of
the capsule as shown in Fig. 6.4.c. After 20 ps of thermophoretic motion, the capsule undergoes
a movement with constant velocity of 170 m/s, wherein the thermophoretic force balances the
friction force [252] (see also Chapter 5). The magnitude of the thermophoretic velocity is in the
same order of the velocities reported by Zambrano et al. [252].

As a next step, the outer CNT was filled with water molecules in order to test the Brownian
motor (see Table 6.2). By introducing 1500 water molecules and applying temperatures of 350 K
and 260 K at the respective ends (case 3 in Table 6.2), we do not observe any direct motion
of the capsule therefore, a rectified motion of the fluid was not observed. Next, by assuming
that the origin of the non-functioning of this device is due to the lack of free space inside the
CNT, the amount of fluid was reduced by half. Thereby, by introducing 750 water molecules
and applying temperatures of 350 K and 260 K (case 2 in Table 6.2), a rectified motion of water
was not observed. Nevertheless, in this case we observe a very short thermophoretic motion of
the capsule which collides with the fluid. However, the amount of momentum gained by the
capsule was not enough to push the fluid. Considering that the capsule and water droplets can
be transported by thermal gradients [20,252,256], it is expected that this system will work using
longer CNTs. However, the hypothesis of a continuous water pump driven by the thermophoretic
energy gained by the capsule alone is not feasible.

6.4 Conclusions

Using MD simulations, we have investigated the feasibility of two thermal Brownian motor
concepts based in CNTs for water transport. The Brownian motor concepts are based in the
Smoluchowski-Feynamn ratchet, wherein the thermal symmetry is broken by imposing a thermal
gradient. The first thermal Brownian motor consist of two CNTs of different diameters joined
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Figure 6.4: Simulation of the linear motor based in the work by Zambrano et al. [252] consisting
of a confined CNT capsule and an outer CNT with zigzag chirality of (25,0) and 38 nm long.
This simulation corresponds to case 1 in Table 6.2. This simulation does not have water and the
applied thermal gradient is ca. 1.6 K/nm. The capsule is described in the methodology section,
Figure 6.2.b. (a) Representation of the linear motor with the capsule. (b) Temperature profile
along the outer CNT. (c) Center of mass position of the capsule during the thermophoretic
motion. Source: Own elaboration.

Table 6.2: Resume of the simulated cases for the Brownian motor concept with an inner capsule.
In this device, the capsule is moved by the action of the thermophoretic force, with the goal of
driving the portion of water in front of it. Source: Own elaboration.

Case N◦ of water molecules Temperatures (K) Thermal gradient (K/nm) CoM velocity (m/s)
1 0 340 - 260 1.6 170.0 (capsule)
2 750 350 - 260 2.2 0.0
3 1500 350 - 260 2.2 0.0

by a conic junction. In this device, the spatial symmetry is broken by changing the cross section
of a straight CNT. The second thermal Brownian motor concept is based in the introduction
of an inner capsule that works as a piston imparting motion to the fluid. In this device, the
capsule is moved by the action of the thermophoretic force. By evaluating these Brownian motor
concepts on their extreme conditions, it was found that none of these devices work as a rectifier
of water motion. Further investigation is required to fully understand the non-functioning of
these devices.
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Chapter 7

Carbon Nanotubes as Thermally
Induced Water Pumps

Parts of this chapter have been published in: Elton Oyarzua, Jens H. Walther, Constantine M. Megaridis,

Petros Koumoutsakos and Harvey A. Zambrano. Carbon Nanotubes as Thermally Induced Water Pumps.

ACS Nano, 2017, 11(10), 9997-10002.

7.1 Introduction

Recent developments in nanotechnology are enabling the fabrication of devices such as nano Lab-
On-a-Chip (LOC) units [190,292]. These integrated systems hold the promise of combining in a
single nanochip and with molecular level resolution, the complete sequence of all technical stages
found in traditional clinical laboratories. Nanochannels are an essential part of such systems,
as conduits are needed to integrate the functional network components. The development of
nanoscale LOC (nLOC) units relies on the rational design of nanochannels conducting the fluids
and require a pumping mechanism for driving the flows. Flows in nanoconfinement are known
to behave differently than flows at the macro- and micro-scale due to dramatic increases of the
surface-to-volume ratio. It has been reported that water transport through carbon nanotubes
is one to five orders of magnitude faster than predicted by continuum models [17, 245, 246]. In
addition to inducing fast water flow, CNTs possess extraordinary mechanical, electronic, thermal
and chemical properties, [149] making them attractive candidates as conduits of nanofluidic de-
vices. At the same time, the mechanisms required to drive water flow in nanoconfined geometries
remain the subject of intense research [293]. It has been reported that large pressure gradients
are required to induce flow in CNT based nanomembranes, [17,294] while electrokinetic flows rely
on single-file transport of water molecules in a CNT [99,295,296] and capillarity is not a means
to deliver continuous flow. Finally, due to the ultra-smoothness of the CNT walls [247] and their
high thermal conductivity [244], mass transport inside CNTs (as driven by imposed thermal
gradients) has received considerable attention over the past decade [20,21,106,107,111,249–255].

In this chapter, molecular dynamics (MD) simulations are employed to investigate the con-
tinuous flow of water inside a CNT, as driven by an imposed constant thermal gradient. We
propose a nanomotor based on the thermal Brownian ratchet concept [297] to enable fast and
continuous water flow through a nanoconduit. The device consists of a single-wall CNT filled
with water. The CNT is fixed at three points, as shown in Figure 7.1, with the central fixed
point working as a pivot. Two heating zones near the ends impose a thermal gradient along the
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Figure 7.1: Illustration of the different CNT configurations studied in this work. The black
filled circles indicate the fixed points along each CNT. The red and blue zones represent the
heated sections of the CNT. The lengths of the CNTs were either 30 nm or 60 nm. Source: Own
elaboration.

CNT. The spatial symmetry of the system is broken by the specific position of the fixed points, as
depicted in Figure 7.1. The thermal excitation of the carbon atoms induces oscillations along the
CNT with peak amplitudes directly associated to the local temperature. We find that differences
in oscillation amplitudes between the higher and lower temperature zones lead to a net water
flow opposite to the thermal gradient (along declining temperature). Using this configuration,
we systematically investigate the flow dependence on the magnitude of the imposed thermal
gradient and the influence of the position of the central fixed point, which breaks the symmetry
of the system.

7.2 Methods

To study the rectified flow of water driven by thermal gradients inside the CNT, we perform
a series of all-atom MD simulations. The simulations are performed using the MD package
FASTTUBE [139]. The equations of motion are integrated in time using the leapfrog scheme
with a time step of 2 fs. All simulations are conducted in an orthorhombic box with periodic
boundary conditions in the axial direction of the CNT and free space conditions in the radial
direction. The carbon-carbon intramolecular interactions of the CNT are described by a Morse
bond, a harmonic cosine of the bending angle, and a torsion potential [20, 110, 139]. Water is
modeled by the rigid SPC/E model [133] and the water-CNT interactions are described by a
12-6 Lennard-Jones potential calibrated for a 81◦ contact angle [20, 148]. The van der Waals
and Coulomb interactions are truncated at 1 nm, while the Coulomb potential is smoothed to
ensure energy conservation [20,139]. The MD package and the force fields have been extensively
validated in previous works [20,106,110,139,148,252,262]. For details of the potentials, we refer
the reader to Zambrano et al. [20]

We first equilibrate the system at 300 K in the NVT ensemble for 0.5 ns. Then, using nonequi-
librium molecular dynamics (NEMD) simulations, we impose a thermal gradient along the CNT
axis. The thermal gradient is imposed by applying two different temperatures at the respective
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ends of the CNT, as depicted in Figure 7.1. Specifically, the carbon atoms in each heated zone
are coupled to Berendsen thermostats [154]. It is important to note that the water molecules are
not connected to the thermostat in the NEMD simulations. Previous studies have demonstrated
that the Berendsen thermostat is suitable to impose proper nonequilibrium conditions [161,260],
and is optimal for mechanical responses at relatively constant temperature during CNT com-
pression [261]. In order to remove spurious effects of the thermostat, the mean velocity of the
heated carbon atoms is subtracted, and subsequently added, when the thermostat is applied. We
conduct the NEMD simulations during 100 ns to reduce thermal noise, and ensure a steady water
flow rate. From the atomic trajectories, the CNT vibrations are analyzed by a FFT algorithm,
measuring the amplitudes and frequencies of the different vibrational modes. This FFT method
was previously proposed by Pine et al. [298] Further details on the simulations and FFT analysis
are presented in Appendix C.1 and C.4.

7.3 Results and discussion

We study first a reference case, which consists of a CNT with fixed points at its two ends
and its geometric center, as depicted in Figure 7.1b. The fixed carbon in the middle restricts
the position of the CNT without significantly altering the temperature profile along the CNT
(see Appendix C.3). Here, we use a 30 nm long zig-zag (12,0) CNT, completely filled with
water. The CNT is subjected to axial thermal gradients of either 1.6, 2.3 or 3.3 K/nm. Upon
imposing a thermal gradient, we observe the water molecules inside the CNT flow toward the
low-temperature zone. Furthermore, by systematically increasing the imposed thermal gradient,
we note that the water axial velocity (likewise flow rate) increase linearly, as shown in Figure 7.2a,
with a rate following

v = −1.49∇T (7.1)

which is consistent with prior studies of thermophoresis in CNTs. [20,106,252]
The computed net water flow in the CNT is attributed to the thermal oscillations induced in

the CNT according to the imposed thermal gradient. We find that the particular position of the
central fixed point is key to rectify the water motion in a preferential direction, which results in a
constant net flow of water. In order to quantify the oscillations of the system, we perform a fast
Fourier transform (FFT) analysis to determine the amplitudes and frequencies of the thermally-
induced vibrational modes of the CNTs. In particular, for the system illustrated in Figure 7.1b,
we perform the FFT analysis at a point located between the left fixed point and the center point
of the CNT, i.e. 7 nm from the left periodic border, at different imposed thermal gradients. The
amplitude values of the first four vibrational modes as functions of the imposed thermal gradients
are shown in Figure 7.2b. We note that the frequencies of the vibrational modes are associated
directly with the size of the system, displaying no relation to the imposed thermal gradients.
For example, for the 30 nm-long CNT filled with water, the first four vibrational modes have
frequencies of 0.0925, 0.2100, 0.3750 and 0.4825 THz respectively. Figure 7.2b shows that an
increase in the imposed thermal gradient results in larger amplitudes in the vibrational mode 1.
For modes 2, 3 and 4 no change is observed when different thermal gradients are imposed.
Therefore, as a thermal gradient is imposed, the induced flow rates depend on the amplitude of
the thermal oscillations exclusively in vibrational mode 1. Indeed, the amplitudes in vibrational
mode 1 along the CNT for different imposed thermal gradients are shown in Figure 7.2c, which
shows that the high-temperature zone (left) acquires larger oscillations compared to the low-
temperature zone (right) for all imposed thermal gradients. Specifically, our results indicate

62



 0

 1

 2

 3

 4

 5

 6

 0  1  2  3  4

v
 (

m
/s

)

∇T (K/nm)

(a)

0.00

0.01

0.02

0.03

0.04

0.05

 0  1  2  3  4
A

m
p
li

tu
d
e 

(n
m

)

∇T (K/nm)

(b)

Mode 1
Mode 2
Mode 3
Mode 4

0.00

0.02

0.04

0.06

 0  5  10  15  20  25  30

A
m

p
li

tu
d
e 

(n
m

)

x (nm)

(c)

0.0 K/nm
1.6 K/nm
2.3 K/nm
3.3 K/nm

Figure 7.2: Mean velocities and FFT analysis for the 30 nm-long (12,0) CNT with fixed points
as shown in Figure 7.1b. (a) Mean flow velocities of water for imposed thermal gradients of
0, 1.6, 2.3 and 3.3 K/nm. The dashed line corresponds to a linear fit of the data, under the
condition v(∇T=0) = 0 m/s. (b) Amplitudes of the vibrational modes 1–4 computed at 7 nm
from the left end of the CNT. This position is depicted by the vertical dashed line in Figure 7.2c.
(c) Amplitudes measured for the first mode at three different imposed thermal gradients along
the axial direction of the CNT. The zero thermal gradient case (330 K) is also shown in this
figure. Source: Own elaboration.
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that the water flow in the CNT is induced by a continuous whip-like effect generated by the
difference in the oscillations of the CNT in the two heated zones. Moreover, as the imposed
thermal gradient is increased, the amplitude of the oscillations increases, inducing higher flow
rates.

Previous studies [299,300] have shown that a net flow can be induced inside a CNT imposing
traveling waves. In fact, Insepov et al. [299] imposed Rayleigh traveling waves in a single-walled
CNT to transport gas. They observed a time-dependent flow rate with time decay. Likewise,
Qiu et al. [300] noted that by applying a periodic force in a cantilever CNT, a water net flow was
produced. Moreover, at higher applied forces, greater amplitudes at the free end of the CNT were
observed, leading to higher water flow rates. In terms of performance, our Thermal Brownian
Motor (TBM) converts thermal energy directly into water flow with an efficiency of ca. 0.2%,
similar to the nanopump proposed by Qiu et al. [300] or the nanomotor studied by Hou et al. [250]
and previously studied Brownian motors [116,122,301]. The calculation details of the efficiency
associated with our TBM/CNT pump are described in Appendix C.6. Furthermore, we propose
that the mechanism reported in the present study corresponds to a thermally-rectified motion,
as previously observed by Becton and Wang [108], who showed that a graphene nanoribbon
mounted on a thermalized graphene sheet moved toward the low-temperature zone of the sheet.
We infer that the mechanism driving the ribbon on the graphene sheet was the thermally-induced
oscillations on the graphene sheet generated by the imposed temperature gradient.

In order to gain insight into the mechanism driving the water flow in the CNT and investi-
gate further the role of the fixed central point, we vary systematically its position as shown in
Figure 7.1. We also conduct simulations for 60 nm-long (12,0) CNTs filled with water under an
imposed thermal gradient of 2 K/nm and positions of the fixed middle point as shown in Fig-
ure 7.1. Further details of the distances and dimensions used in each simulation are provided in
the Table C.1 in Appendix C. For the three different cases, velocity profiles with radial position
are shown in Figure 7.3a. The position of the fixed middle point only slightly modifies the water
flow rate. For example, for case (a) (configuration shown in Figure 7.1a), a lower flow rate is
observed. This confirms that the axial flow rate is not exclusively thermal-gradient dependent;
there is also strong dependence on the vibrational behavior in the CNT. In order to quantify the
vibrational modes for the different cases, a FFT analysis was performed.

The amplitudes measured for the three cases and the vibrational modes in the CNT are
shown in Figure 7.3b, c and d. These figures show that the position of the middle point strongly
affects the amplitudes of the first three vibrational modes under the same thermal gradient.
Considering the reference case, i.e., the CNT with fixed end points and a fixed point in the
middle, the corresponding amplitudes of the three vibrational modes are shown in Figure 7.3c.
From this figure, we observe the same behavior as in Figure 7.2c, i.e., a direct impact of the
thermal gradient on mode 1, with a greater amplitude in the high-temperature zone compared to
the low-temperature zone. On the other hand, mode 2 is not affected by the imposed gradient,
while mode 3 shows a slight increase in the amplitudes on the high-temperature zone relative
to the low-temperature zone. In the case with the lowest flow rate measured, i.e. case (a), the
amplitudes are presented in Figure 7.3b. This figure shows how the vibrational modes of the
CNT are distorted with respect to the case with the central fixed point (Figure 7.3c); here the
CNT acquires a greater freedom of movement in the low-temperature zone, leading to an increase
of the amplitude of mode 1 in this zone. However, due to the particular direction of the flow,
it follows that the third mode does drive the fluid. In fact, the effect of mode 3 on driving the
fluid is the most significant when the CNT is restricted at 1/3 of its length. Here, the frequency
of mode 3 is 0.065 THz, which is more than four times the frequency of mode 1 (0.015 Thz),
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Figure 7.3: Velocity profiles and FFT analysis in a 60 nm-long (12,0) CNT with fixed points as
shown in Figure 7.1a, b and c. All CNTs had an imposed thermal gradient of 2 K/nm. (a) Radial
distribution of axial velocity for the three different cases of Figure 1 (case a, b, c respectively)
with mean velocities of 2.8 m/s (red), 3.3 m/s (green) and 4.5 m/s (blue). (b) Amplitudes for
vibrational modes 1–3 for CNT as shown in figure 7.1a (central fixed point at 1/3 of the length).
(c) Amplitudes for vibrational modes 1–3 for CNT as shown in Figure 7.1b (central fixed point at
half the length), and (d) Amplitudes for vibrational modes 1–3 for CNT as shown in Figure 7.1c
(central fixed point at 2/3 of the length). Source: Own elaboration.
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leading to oscillations with a higher frequency and amplitude in the high-temperature zone as
compared to the oscillations in the low-temperature zone. Finally, the amplitudes measured in
the case with higher flow rate, i.e. case (c), are depicted in Figure 7.3d. This figure shows how
the amplitude of mode 1 is strongly increased, more than twice compared to the peak amplitude
of the corresponding mode in Figure 7.3c. Similar to Figure 7.3b, modes 2 and 3 are distorted
by modifying the central fixed point, leading to a greater amplitude in the high-temperature
zone for mode 2, and in the low-temperature zone for mode 3. The results for the three cases,
indicate that the water flow is driven by an association between the frequencies and amplitudes
of “activated” vibrational modes [302] due to the particular fixed position of the point between
the two ends. To confirm this driving mechanism, two additional cases of the 60 nm-long (12,0)
CNT were simulated, with restrictions at 1/4 and 1/5 of the length, respectively. In both cases, a
water flow with mean velocity of ca. 3.5 m/s was calculated. Moreover, in the high-temperature
zone, a higher amplitude of mode 4 was computed for the case restricted at 1/4 length, and
similarly, a higher amplitude of mode 5 was computed in the case restricted at 1/5 length (see
Appendix C.4; Fig. C.7 and Fig. C.8). This indicates that the position of the pivotal fixed point
with respect to the total length of the CNT determines the magnified harmonic vibrational mode
driving the flow. Similar to the mechanism proposed by Qiu et al. [300], we infer that a centrifugal
force is propelling the water molecules. In our device, the magnitude of the centrifugal force is a
consequence of the amplitudes and the frequency of a specific vibrational mode induced by the
imposed thermal gradient and the particular position of the fixed middle point.

The feasibility of inducing continuous water flow in a CNT by imposing an external temper-
ature gradient has not been widely investigated. In a recent study, Zhao and Wu [21] showed
that by keeping two reservoirs at different temperatures and connecting them with short aligned
carbon nanotubes, net flow of water towards the low-temperature reservoir was observed. They
reported significant higher flow rates for longer CNTs connecting the reservoirs, while keeping
the end-to-end temperature difference constant (i.e. lower temperature gradient). This disagrees
with the present results, since we compute lower flow rates for longer CNTs subjected to the same
temperature difference (see Fig. C.9 in Appendix C.5). This discrepancy is mainly related to
the different treatment of the carbon atoms in the simulations, while Zhao and Wu [21] imposed
a harmonic restraining force to all the carbon atoms in the nanotube, in the present study, the
nanotube vibrations are controlled without suppressing substantially the thermal oscillations of
the nanotube. Additionally, the finite length of the CNT membrane in the study of Zhao and
Wu [21] leads to a higher energy barrier at the entrance, which is not taken into account in the
present study.

To further explore this TBM, we evaluated the thermal pumping for CNTs with different
diameters. Simulations of water in CNTs with diameters of 1.4 nm and 2.0 nm, chirality vectors
(18,0) and (26,0) respectively, were conducted. In both systems, a fixed thermal gradient of
3 K/nm was imposed along the CNTs. Water velocity profiles along the axial direction for the
(18,0) and (26,0) CNTs are shown in Figure 7.4. For both cases, the water flow displays a plug-
like velocity profile with mean velocity of ca. 3 m/s. It is interesting to note that the exhibited
independence of flow velocity on CNT diameter indicates that the proposed pump configuration
(Figure 7.1b) may be, in principle, scalable to larger diameters. However, further investigation
is required to confirm this hypothesis.

We believe that the present results provide valuable insight in the field of nanofluidic devices
and also open the door to potential practical exploitation of thermal gradients for driving flow
in nanoconduits. It should be noted that large thermal gradients are used in this study in order
to increase the signal-to-noise ratio in our simulations, allowing us to extract measurable flow
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Figure 7.4: Radial distribution of axial velocity of water inside CNTs of 1.4 nm and 2.0 nm in
diameter. The chiralities are (18,0) and (26,0), respectively. The applied thermal gradient is
3 K/nm in both cases. Source: Own elaboration.

data without requiring prohibitively-long simulation times. In fact, for practical applications in
nanofluidic devices wherein the typical distances are in the order of hundreds of nanometers,
the relatively high temperature differences required to impose such large gradients in the CNT
conduits, could give rise to some concern about the boiling temperature of water. Nevertheless,
recent studies have reported that water phase transitions under nanoconfinement may deviate
from classical behavior [14,289]. Specifically, the temperature for liquid-vapor transition of water
confined in CNTs with similar diameters used in the present study is substantially raised above
100 ◦C due to nanoconfinement. Therefore, we infer that if a net water flow can be produced
imposing a gradient of 0.5 K/nm (see Figure C.15 in Appendix C.9) and assuming the boiling
temperature is significantly higher inside the CNT then, the system proposed here could pump
liquid water through CNTs with lengths of ca. 500 nm. Moreover, nanofabrication techniques
currently allow the fabrication of ultrathin membranes connecting two reservoirs separated only
by 100 nm [303]. This type of ultrathin membranes can be used in combination with vertically-
oriented CNTs [304] for molecular sieving applications or for separation of analytes immersed in
water solutions, wherein the flow is driven by thermal gradients, as in the present work.

7.4 Conclusions

Using MD simulations, we have investigated the capability of CNTs subjected to a thermal
gradient, to sustain continuous and fast water transport in their interior. This study provides
the basis for developing a thermal pump based on single-wall carbon nanotubes. The device is
able to pump continuous flows with average velocity up to 5 m/s. The mechanisms driving the
fluid flow are thermally-induced asymmetric oscillations along the CNT, which propel the fluid
in a constant, whip-like motion. Flow rate control is achieved by the direction and magnitude
of the imposed temperature gradient and by modifying the position of the pivotal fixed point
along the CNT. The interplay between relative positions of the fixed points and the applied
thermal gradient produce greater amplitudes in the high-temperature zone compared to the low-
temperature zone for specific vibrational modes. We envision that CNTs with thermal gradients
could assist the design of nano-chips that require fast water transport between their components.
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Chapter 8

Conclusions

This thesis addresses the study of different physical transport mechanisms for driving water flow
in nanoconduits, relevant to the performance and design of foreseeable technological applications.
To perform the studies presented in this thesis, molecular dynamics simulations are conducted,
which provide a complete description of the transport mechanisms with an atomistic detail.

In the first investigation presented in this thesis, the capillary filling of water in silica
nanochannels is analyzed. This study confirms that the spontaneous imbibition follows a purely
inviscid flow regime with constant velocity during the very first stage of imbibition. Thereafter,
the capillary filling kinetics evolves to a developing flow where the capillary force is balanced by
contributions from inertia and viscous drag losses. Additionally, a gas overpressure in front of
the advancing meniscus is predicted. The results provide a description of the dynamics behav-
ior of capillary filling relevant for the design of potential applications based in silica nanoslits
Furthermore, the results suggest that the accumulative effect of the gas viscous friction and the
pressurization on the meniscus could be part of the explanation for the slower than expected
capillary filling rates.

Additionally, the kinetics associated in the thermophoretic motion of water droplets in car-
bon nanotubes is also studied within this thesis. The results indicate that the thermophoretic
force is not velocity dependent while the friction force increases linearly with the droplet speed.
Moreover, we find that the magnitude of the thermophoretic force is determined by the im-
posed thermal gradient and the particular length of the droplet. These findings provide a deeper
understanding of liquid transport driven by thermal gradients in nanoconfined geometries, con-
tributing to the practical design of CNT-based nanofluidic devices. Finally, the capability of
CNTs subjected to a thermal gradient to sustain continuous and fast water transport is inves-
tigated. To accomplish, three thermal Brownian motors are proposed, corresponding to three
different spatial asymmetries concepts. Among the proposed devices, just one concept is able
to pump a continuous water flow. The mechanisms driving the fluid flow are thermally-induced
asymmetric oscillations along the CNT, which propel the fluid in a constant whip-like motion.
The results of this investigation indicate that the CNT-based thermal motor can provide a con-
trollable and robust system for delivery of continuous water flow with potential applications in
integrated nanofluidic devices.

The work developed in this thesis has presented results that contribute to the fundamental
knowledge of the transport of fluids in nanoscopic devices. However, in the development of this
thesis, and as all scientific progress, new inquires were appearing, that due to the limited time of
this project, they were not answered. Thus leaving the door open to new studies in the area of
fluid transport, which could potentially address some of these questions. For example, because

68



of the proposed thermal motor in Chapter 7 displays a very low efficiency, improvements can be
made in order to increase the efficiency of the pump. In this sense, considering the very high
conductivity of the carbon nanotubes, it is expected that most of the heat is flowing along the
walls of the carbon nanotube and only an small amount is transformed into mechanical work
to the fluid. Hence, improvements could be focused on testing nanotubes of other materials
with lower conductivity or by imposing some kind of insulation along the carbon nanotubes.
Furthermore, the investigation of the interplay between the water-solid friction and the efficiency
of this pump is also required. Additionally, in terms of the use of thermal gradient in water-solid
system, there is a lack of knowledge regarding the impact of the use of thermal gradients in the
static and dynamic properties of fluids, i.e, in the water-solid friction. In the context of capillary
action, due to the complexity of the phenomenon of capillarity, several assumptions were made
in order to reduce the computational cost of that study. Therefore, it is expected in the near
future to perform new studies that account the complex relation between the species involved in
the capillary problem, such as the complex silica-water interaction and its dynamic in capillarity
or the water and air potential that account the induced dipoles/quadrupoles.

Finally, with this thesis I wish to contribute to the advance of the understanding of some
fundamental concepts necessary for the development and design of nanofluidic devices and to
encourage the future exploitation of molecular dynamics simulations for the investigation of
thermally driven phenomena related with the development of nanodevices.
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Appendix A

Supporting material for “Early regimes of
water capillary flow in slit silica
nanochannels” (Chapter 4)

A.1 Transition Regime

Following the discussion about Figure 4.2A in Chapter 4, the imbibition length as a function
of time for a channel with heights of 6 and 8 nm are presented here in Figure A.1. The dashed
line represents the constant velocity regime during the early stage of imbibition. As discussed
in Chapter 4, the results indicate that in the beginning of the imbibition, the capillary front
moves at constant velocity. Subsequently, the filling kinetics departs from being linear in time
and follows a visco-inertial regime (eqn. 4.2) depicted by the blue solid line.
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Figure A.1: Position of capillary front as a function of time for channels heights of 6 nm (a)
and 8 nm (b). The dashed line depicts the linear regime while the solid blue line depicts the
visco-inertial regime. Source: Own elaboration.
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A.2 Inertial regime

As discussed in Chapter 4, a capillary flow with constant velocity for all the channels is observed
at very short times (Figure 4.2.b of Chapter 4). The inertial velocities during the water uptake
are shown in Figure A.2 in logarithmic scale, along with the theoretical velocity according to
eqn. 4.3. The same velocities are presented in Table A.1.
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Figure A.2: Position of capillary front as a function of time at vacuum for channel heights of 6 nm
(a), 8 nm (b) and 10 nm (c). The dashed-dotted line is the theoretical value from eqn. 4.3 and
the dashed blue line is the linear fit solution at short times of the Bosanquet equation (eqn. 4.2).
The plots are in logarithmic scale. Source: Own elaboration.

Table A.1: Inertial velocities for channels of 6, 8 and 10 nm. The theoretical value is computed
from eqn. 4.3 and the fitted value is depicted in Figure A.2. Source: Own elaboration.

6 nm 8 nm 10 nm

AI eqn. 4.3 (nm ns−1) 143.76 124.5 111.36
AI fitted (nm ns−1) 52.0 40.5 29.5
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Appendix B

Supporting material for “Water
thermophoresis in carbon nanotubes”
(Chapter 5)

B.1 Simulation details

In this section the setup and details of the conducted Molecular Dynamics (MD) simulations
are explained. As stated in Chapter 5, water droplets of 400, 600 and 800 water molecules and
a CNT with chirality vector of (17,17) is used. For all the cases, we perform the simulations
in three consecutive stages. First, each system is equilibrated in the NVT ensemble at 300 K
during 0.5 ns using the Berendsen thermostat. Subsequently, the cases are conducted in the NVE
ensemble for 1.5 ns. And third, the constrained or unconstrained simulation are conducted for
3 ns.

The constrained velocity simulation are MD simulations that allows the study of the dynamics
of a motile particle at constant velocity. The technique consists of computing the center of mass
velocity (vcom) at the end of every time step, next, this vcom is subtracted to the instantaneous
velocity of each water molecule in the droplet, and then, the target velocity or constrained velocity
(vconst) value is added. Thereby, we are forcing the droplet to move with a target velocity value
vconst, without affecting the velocity distribution of the molecules in the droplet. Therefore, in
the constrained simulations during each time step, the velocity of the droplet center of mass is
stored, and the difference between the computed vcom and the constrained velocity vconst over
the time step determines the force acting on the droplet, as defined in eqn. (B.1),

FN = m · a = m · dv
dt
≈ m · (vcom − vconst)

δt
(B.1)

where m is the total mass of the droplet and δt is the time step of the simulations (2 fs). In
the cases with no applied thermal gradient (constant temperature) the acting force corresponds
to the friction force (FN = FF ), and in the cases with imposed thermal gradient, the force acting
on the droplet is a combination of the thermophoretic force and the friction force, as described
in eqn. 5.1 of Chapter 5 (FN = FT − FF ).

It is important to note that the relation between the friction force (FF ) and the constrained
velocity (vconst) is valid due to the very large slippage at the water-CNT interface [246,263,264].
Here, the slip velocity vs and the center of mass velocity vcom are assumed to have the same
value, in line with Falk et al. [257]. Moreover, due to this very large slippage of water in CNTs,
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the viscous dissipation through the fluid layers is negligible. In fact, previous investigations
[246, 263, 264] reported water slip lengths over 75 nm for a CNT of 2 nm in diameter, leading
to a plug-like velocity profile for water confined in CNTs [20, 247]. Furthermore, Chen et al.
[265] found that water spontaneously slip inside CNTs due to thermal fluctuations at room
temperature.

Finally, recall that the unconstrained simulations are Nonequilibrium Molecular Dynamic
simulations with an imposed thermal gradient along the CNT and free motion of the droplet.

B.2 Thermal gradient

In order to impose a thermal gradient along the CNT, two different temperatures are applied
at the ends of the nanotube (see Figure 5.1.a in Chapter 5). These two temperatures produce a
temperature profile along the CNT as shown in Figure B.1. The thermal gradient is represented
by the slope of the linear fit measured at the center of the CNT. In the example of Figure B.1,
for imposed temperatures of 370 K and 280 K the obtained thermal gradient is 0.70 K/nm. In
Table B.1 the applied temperatures and the resulting thermal gradients are presented. The mean
temperature for all the cases studied is 325 K.

Due to the trend displayed by the temperature profiles (Figure B.1), the force computation
is performed between the 20 nm and 60 nm along the axial direction of the CNT.
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Figure B.1: Temperature profile along the carbon nanotube. The applied temperatures are
370 K and 280 K. The resulting slope (dashed line) represents the thermal gradient of 0.70 K/nm.
Source: Own elaboration.
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Table B.1: Thermal gradient obtained from the applied temperatures. Source: Own elaboration.

Temperatures (K) Thermal gradient (K/nm)

340 - 310 0.20
360 - 290 0.50
370 - 280 0.70

B.3 Friction Force

As discussed in Chapter 5, the friction force acting on the motion of the droplet depends on the
contact area between the droplet and the CNT. The contact area of each droplet is calculated
as,

A = 2πreffL (B.2)

where reff is the effective radius defined as,

reff = R− 1

2
σCO (B.3)

where R is the radius of the CNT and σCO is the Lennard Jones C-O parameter. The L in
equation (B.2) is the length of the droplet in contact with the CNT. To measure this length, a
tracking of the droplet during the thermophoretic motions is performed, as shown in Figure B.2.
Here, all the positions of the outermost water molecules in the liquid-vapor interface in the
direction of the radius are saved, and from all these molecules, the one closest to the center is
plotted, for both meniscus (back and front). From equation B.2 and B.3, the resulting contact
area for the 400, 600 and 800 molecules are 24.3 nm2, 36.8 nm2 and 48.7 nm2 respectively. The
ratio between the friction force and the respective contact area as a function of the velocity of
the center of mass is depicted in Figure B.3, which is a zoom of the inset in Figure 5.2.a in
Chapter 5. In Figure B.3 the slope between the FF /A ratio and velocity v [257] corresponds to
the friction coefficient of the CNT(17,17) and water. This friction coefficient is 3631.3 ± 89.7
Ns/m3.
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Figure B.2: Tracking of the 600 water molecule droplet. The average length is 5.88 nm. Source:
Own elaboration.
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Figure B.3: Friction force divided by the solid-liquid contact area as a function of the mean
velocity. The solid black line is a linear fit of the data and the slope corresponds to the friction
coefficient. Source: Own elaboration.

B.4 Acceleration of the droplet

As discussed in Chapter 5 (Fig 5.3.a), a decrease in the net force FN is observed as the velocity
of the droplet increases. This result indicates that in the first regime of increasing velocity, while
the thermophoretic force is constant and the friction force increases with velocity, the droplet
motion occurs with a decreasing acceleration. Since FN = m ·a, the acceleration as a function of
the velocity can be computed. This is shown in Figure B.4 for thermal gradients of 0.50 K/nm
(Fig B.4.a) and 0.70 K/nm (Fig B.4.b)
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Figure B.4: Acceleration of the droplet obtained from the computed net force (FN ). The solid
line is a guide for a = 0 and the dashed lines are fits to the data. (a) Acceleration as a function of
the velocity of the center of mass (vcom) under a thermal gradient of 0.50 K/nm (b) Acceleration
as a function of the velocity of the center of mass (vcom) under a thermal gradient of 0.70 K/nm.
Source: Own elaboration.

B.5 Net force for different droplet sizes

In Chapter 5 we analyze how the net force FN decreases in magnitude as the velocity of the
center of mass increases for different droplet sizes (Figure 5.4.a). In Figure 5.4.a of Chapter 5,
the slopes of the linear fits for each droplet size corresponds to the friction coefficient times the
solid-liquid contact area. The same behavior is also observed for a thermal gradient of 0.70 K/nm,
as depicted in Figure B.5.
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Figure B.5: Net force computed from the simulations as a function of the velocity of the center
of mass. The applied thermal gradient is 0.70 K/nm. The solid line is a guide for FN = 0 and
the dashed lines are fits to the data. Source: Own elaboration.
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Appendix C

Supporting material for “Carbon Nanotubes
as Thermally Induced Water Pumps”
(Chapter 7)

C.1 Simulation Protocol

In this section, the setup and details of the conducted simulations are presented. Since the
density of water inside carbon nanotubes at the subcontinuum level is a topic of current debate,
[294, 305–307] we implement a conical junction connecting two CNTs: one with small diameter
(0.9 nm) and chirality vector (12,0), where the water density profile is unknown, and another
one with a larger diameter (2.5 nm) with chirality vector (32,0), wherein the density profile is
known [262,305]. The system is shown in Figure C.1. We conducted the simulation in the NVT
ensemble at 300 K for 0.5 ns and subsequently for 1.5 ns in the NVE ensemble. Next, the number
of water molecules were systematically varied into the junction system until the known density
profile of the CNT(32,0) was attained. The density profiles are shown in Figure C.2. In the
present work, all CNTs with a chirality vector of (12,0) were filled with the number of molecules
reproducing the density profile in Figure C.1. The CNT cases of (18,0) and (26,0) were filled
with the density known from the literature [262,305,306].

Figure C.1: Depiction of the junction between a CNT with chirality (12,0) and a CNT with
chirality (32,0). This system was needed to determine the density in the (12,0) CNTs studied in
this work. Source: Own elaboration.

The present simulations are performed in three stages; first an equilibration at 300K in the
NVT ensemble, then a simulation in the NVE ensemble, and third a nonequilibrium simulation
with an imposed thermal gradient. The thermal gradient is achieved by connecting two Berendsen
thermostats with different temperatures to the carbon atoms located at the CNT ends. In a 100 ns
nonequilibrium simulation, the first 20 ns are simulated for thermal gradient equilibration, and
the subsequent simulation time is used for data extraction. Additionally, a 0.5 ns simulation with
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Figure C.2: Water density profiles inside the CNT(32,0) and the CNT(12,0). The density profiles
are measured in the system shown in Figure C.1 at the corresponding CNT. Source: Own
elaboration.

extracted data every 20 fs is conducted for the FFT analysis.
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C.2 Simulated Cases

In this study each system consists of a CNT completely filled with water. The CNT had three
fixed points, one each at either end (near the periodic boundaries) and one in between the two
ends, as shown in Figure 7.1 of Chapter 7. For all these systems, the applied temperatures and
computed mean velocities are listed in Table C.1.

Table C.1: Summary of the thermal pumps analyzed in this study. Source: Own elaboration.

Case Length (nm) Diameter (nm) Applied Effective Fixed Middle Mean
Temperatures (K) Gradient (K/nm) Position (nm) Velocity (m/s)

1 30 0.94 320-270 1.6 14.3 1.8
2 30 0.94 340-270 2.3 14.3 3.3
3 30 0.94 360-260 3.3 14.3 5.3
4 30 0.94 330-330 0.0 14.3 0.0

5 60 0.94 330-300 0.5 30.0 1.26
6 60 0.94 360-260 2.0 30.0 3.3
7 60 0.94 360-260 2.0 18.4 2.8
8 60 0.94 360-260 2.0 41.0 4.5
9 60 0.94 360-260 2.0 15.0 3.6
10 60 0.94 360-260 2.0 13.4 3.4

11 60 0.94 340-340 0.0 30.0 0.0
12 60 0.94 340-340 0.0 18.4 0.0
13 60 0.94 340-340 0.0 41.0 0.0

14 35 1.41 320-270 1.3 17.6 1.02
15 35 1.41 340-270 1.9 17.6 1.10
16 35 1.41 360-260 3.0 17.6 2.90

17 35 2.04 320-270 1.3 18.0 2.4
18 35 2.04 340-270 1.9 18.0 2.0
19 35 2.04 360-360 3.0 18.0 3.03

C.3 Temperature Profile

The different temperatures imposed at each CNT end induce an axial temperature profile along
the CNT, similar to the ones shown in Figure C.3. In the simulated cases, the main goal of the
middle-fixed point was to restrain the CNT position without distorting significantly the tem-
perature profile along the tube axis. To provide an explanation, we studied two cases including
simulations of CNTs with and without the middle-fixed point. For the two cases, a 30 nm long
CNT (12,0) with imposed temperatures of 360 K and 260 K at each CNT end, was used. The
corresponding temperature profiles are shown in Figure C.3; the red line corresponds to the case
with 3 fixed points; the blue line is the temperature profile in the case with 2 fixed points, one
at each end. According to this figure, the central fixed point modifies the conductivity locally,
whereas the temperature profile is not altered significantly.
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Figure C.3: Temperature profile through the 30 nm-long CNT with and without the central fixed
point. The blue line (−) is the typical temperature profile in a single-wall CNT. The red line (−)
is the temperature profile for the CNT with the central point fixed. Source: Own elaboration.

C.4 Vibrational Analysis

In order to describe the vibrations and the resulting oscillations of the CNT, the vibrational
modes of the system were computed. Vibrational modes are described by particular frequencies
in the sinusoidal oscillation of the CNT which are called natural frequencies. A complete analysis
is performed by computing the amplitudes and frequencies on each system of CNTs filled with
water. In this investigation, we used the procedure developed for CNTs by Pine et al. [298] to
extract the amplitude and frequencies in the simulated cases.

This method consists of the following subsequent steps: first, the computational domain is
divided into several bins along the axial direction (z) of the CNT and then, within each bin, the
instantaneous position of the center of mass of the carbon atoms is computed. Subsequently,
with the extracted signal of the center of mass, a Fast Fourier Transform (FFT) is applied to
the data. For example, considering the 60 nm-long CNT(12,0), the signal at 23 nm is shown
in Figure C.4. By applying a FFT to the data, the corresponding FFT spectrum is shown in
Figure C.5. Here, three vibrational modes are clearly recognized.

A comparison between the FFT signal and the original signal is presented in Figure C.6. In
this figure, the red line denotes the data extracted from the simulation (Figure C.4), the blue
line represents the FFT solution signal using the entire frequency range, and the green line is
the FFT solution signal computed from the frequencies and amplitudes of the three vibrational
modes only. This FFT analysis is performed for all bins in each case studied in this work.

To further investigate the driving mechanism discussed in Chapter 7, we conducted two addi-
tional simulations of the 60 nm-long (12,0) CNT. Additional fixed points at 1/4 and 1/5 along the
CNT length were studied. The purpose of this study was to analyze the “activated” vibrational
mode due to the restricted position of the carbon atom along the CNT. The vibrational analysis
of the cases restricted at 1/4 and 1/5 length are shown in Figures C.7 and C.8, respectively.
These cases are listed as numbers 9 and 10 in Table C.1, respectively.
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Figure C.4: Temporal oscillation signal of the 60 nm-long (12,0) CNT at 23 nm along the axis.
Source: Own elaboration.
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Figure C.5: FFT spectrum of the 60 nm-long, (12,0) CNT at 23 nm along the axial direction.
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Source: Own elaboration.
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Figure C.7: Vibrational analysis of the 60 nm-long (12,0) CNT with middle-fixed point at 1/4 of
its overall length. The applied thermal gradient is 2 K/nm. This case corresponds to case 9 in
Table C.1. Source: Own elaboration.
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Figure C.8: Vibrational analysis of the 60 nm-long (12,0) CNT with fixed point at 1/5 of its
overall length. The applied thermal gradient is 2 K/nm. This case corresponds to case 10 in
Table C.1. Source: Own elaboration.

C.5 Water Flow at Different CNT Lengths

The cases wherein the temperature difference is maintained while the particular CNT length
varies (distance between the heated zones) are discussed in the following. In this context, the
thermal gradient decreases as the CNT length increases. Previous works [20,106], which studied
thermally-driven mechanisms to transport liquids and solids, have reported that as the thermal
gradient decreases the net velocity of the motile particle is lower. Therefore, the water flow
rate is expected to decline as the system length is increased for the same temperature difference
applied. Here, we compare two cases with the same CNT diameter and applied temperatures,
but different CNT lengths. In both cases, the middle-fixed point is located at the corresponding
geometric center (halfway along the CNT length). The cases are listed as 3 and 6 in Table C.1,
and the corresponding water velocity profiles are shown in Figure C.9; these profiles confirm that
a shorter CNT (higher temperature gradient) displays a higher water flow rate.
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Figure C.9: Radial velocity profiles for water flow in CNT with lengths of 30 and 60 nm and the
same applied temperatures at the end points. In both cases, the diameter is 0.94 nm, the chirality
vector is (12,0), and the applied temperatures are 360 K and 260 K. The blue line (−) denotes
the radial velocity profile of the 30 nm-long CNT with a thermal gradient of 3.3 K/nm and mean
velocity of 5.3 m/s. The green line (−) is the radial velocity profile of the 60 nm-long CNT case
with a corresponding thermal gradient of 2.0 K/nm and mean velocity of 3.3 m/s. Source: Own
elaboration.

C.6 Efficiency

To estimate the efficiency of the thermal motor, a CNT with chiral vector (12,0) and length of
30 nm was used. The efficiency is computed by

η =
Eout
Ein

(C.1)

where Eout is the output energy, which, in our study is defined as the useful energy to overcome
the solid-liquid friction, and Ein is the input energy defined here as the thermal energy coming
from the thermostat. The energy required by the fluid to overcome the friction (useful or net
energy) during one time step is computed as

Eout = FF vcomδt (C.2)

where FF is the friction force, vcom is the velocity of the center of mass of water and δt is the time
step of the simulations (2 fs). Due to the very large slippage inherent in the flow of water in CNTs
[246, 263, 264], the viscous dissipation in the fluid is negligible. In fact, previous investigations
[246, 263, 264] reported water slip length over 75 nm for a CNT of 2 nm in diameter, leading to
a plug-like velocity profile for water confined in CNTs [20, 247], similar to those measured here
(see Figure 7.3a of Chapter 7 and Figure C.9). Furthermore, Chen et al. [265] found that water
spontaneously slip inside CNTs due to thermal fluctuations at room temperature.

At low velocities, the relation between the friction force and the slip velocity is

FF /A = −λvs (C.3)
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where A is the contact area, λ the friction coefficient and vs the slip velocity. From equation C.3,
the slope of FF /A vs. vs is the friction coefficient λ.

In order to compute the friction coefficient, a new set of simulations were conducted. These
simulations imposed the velocity of the center of mass vcom of water every time step, and then, by
integrating the equations of motion, the force acting on the water molecules was computed every
time step [106, 252]. The relation between the friction force (FF ) and the constrained velocity
(vcom) is possible due to the very large slippage in the water-CNT interface [246, 263, 264],
assuming an equivalent value between the slip velocity vs and the mean velocity vcom, in line
with Falk et al. [257].

The output energy (Eout) at the corresponding mean velocity (vcom) was computed as

Eout = −Aλv2comδt (C.4)
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Figure C.10: Friction force divided by the solid-liquid contact area as a function of the mean
velocity, at 300 K. Each point is obtained from independent simulation of 5 ns. The solid line
(−) is a fit to the data obtained by imposing v=0 and F=0. The slope, which corresponds to
the friction coefficient, is -0.00331981 kJ ns

nm4mol
. Source: Own elaboration.

The friction coefficient λ was obtained from the slope of FF /A vs. vcom, as shown in Fig-
ure C.10. From the linear fit, the friction coefficient is

λ = −0.00331981
kJ ns

nm4mol

or the same

λ = −5512.7
Ns

m3

The contact area was calculated as

A = 2πreffL (C.5)

where reff is the effective CNT radius defined as

reff = R− 1

2
σCO (C.6)
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Table C.2: Efficiency of the studied Brownian ratchet under different conditions. Different
applied temperatures and two coupling constants of the Berendsen thermostat were considered.
The listed vcom is the mean velocity extracted from the simulation of 5 ns conducted to study
the energy balance in the system. The listed vcom is different from the mean velocity extracted
from the ∼80 ns long simulations. Source: Own elaboration.

Applied T (K) Coupling (ps) Ein (10−3 kJ/ mol) vcom (nm/ns) Eout (10−3 kJ/ mol) η

360-260 0.01 22.0135 4.54478 0.0079734 0.00036
0.1 1.224 2.01429 0.0015662 0.0012

340-270 0.01 20.931 5.43903 0.0114198 0.00055
0.1 0.821 2.48268 0.00237936 0.00290

320-270 0.01 19.737 2.86917 0.00317782 0.00016
0.1 0.6244 3.13438 0.0037924 0.00607

In our system the area of contact is A=58.14nm2.
The input energy (Ein) is calculated from the difference between the kinetic energy coming

from the high temperature thermostat and the kinetic energy removed at the low-temperature
thermostat. An example of the kinetic energy behavior for a thermal gradient of 3.3 K/nm during
1 ns is shown in Figure C.11. The efficiency of the motor under different thermal conditions is
presented in Table C.2. Each energy simulation is conducted for 5 ns.
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Figure C.11: Kinetic energy input (red) and kinetic energy output (blue) from the thermostats
in a case with an applied thermal gradient of 3.3 K/nm. The dashed lines are the mean value of
the respective kinetic energies. The difference between the two kinetic energies corresponds to
the energy input (Ein) in the Brownian ratchet. Source: Own elaboration.
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C.7 Removing Fixed Points

In the proposed thermal pump, we find that there is no net water flow when all fixed points
are removed. In order to confirm this fact, two additional simulations with no fixed points were
conducted, consisting of zig-zag CNTs with chiral vector (26,0) and imposed thermal gradients
of 3 K/nm and 5 K/nm; these simulations showed no net water flow, as depicted in Figure C.12.
In summary, our results indicate that the asymmetry induced by the thermal gradient alone is
not sufficient to produce flow.
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Figure C.12: Radial velocity profiles of water inside a CNT with diameter of 2 nm. The chirality
vector is (26,0) and the imposed thermal gradients are 3 K/nm and 5 K/nm, as marked. These
simulations had no fixed points. Source: Own elaboration.

We noted that if only the central fixed point is removed, the spatial asymmetry is not com-
pletely removed. Indeed, as inferred from Figure C.13, irrespectively of the central fixed point
being present or not, the fixed points at the left and right ends of the CNT and their specular
images, still impose a spatial asymmetry along the CNT. Indeed, a lower water flow is measured
in the CNT when the central fixed point is absent in comparison to the CNT with the central
fixed point present. Specifically, for applied temperatures of 360-260 K (∼ 3 K/nm), a water flow
velocity of 4.5 m/s was measured in the 30 nm-long (12,0) CNT, less than the 5.3 m/s measured
for the case with the central fixed point. Further systematic modification of the position of the
heaters and the two fixed positions should be evaluated, which we will address in a future work.

Figure C.13: Illustration of the system periodicity when using a computational cell with periodic
boundary condition along the axial direction of the CNT. Two periodic computational cells are
depicted in this image. The black spots indicate the fixed points along the CNT. The red and
blue zones depict the differentially-heated sections of the CNT. Source: Own elaboration.
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C.8 Central Fixed Point Position vs Flow Rate

The flow rate follows a non-monotonic relation with the position of the central fixed point, as
shown in Figure C.14. For a 60 nm-long CNT(12,0), we observe that the higher flow rate is
attained when the position of the fixed point is located at ca. 40 nm from the left end of the
CNT. Nevertheless, in the nanopump presented here, the flow rates are determined by a complex
relation between the imposed thermal gradient, the size of the CNT and the particular position
of the central fixed point. Therefore, more studies are required to explore the existence of an
optimal position of the central fixed point to maximize the flow rate for different CNT sizes.
Optimizing the pumping mechanism presented here is beyond the scope of the present study,
which is focused on demonstrating the phenomenon and the main parameters affecting it.
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Figure C.14: Water flow velocity as a function of the position of the central fixed point. The
position is measured from the left end of the CNT. The applied thermal gradient is 2 K/nm in a
60 nm-long (12,0) CNT. Source: Own elaboration.
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C.9 Lowest Applied Thermal Gradient

We conducted an additional case in order to evaluate the performance of the thermal pump at
low gradients. For that, a thermal gradient of 0.5 K/nm is imposed in a 60 nm long (12,0) CNT
filled with water, applying temperatures of 330 K and 300 K respectively on the two heaters. To
remove the thermal noise we conducted this simulation over 120 ns with a time step of 2 fs. As
in previous cases, in order to impose the spatial asymmetry, three carbon atoms are immobilized
on the nanotube, at its two ends and its geometric center (Figure 7.1.b of Chapter 7). From
the atomic trajectories, a net water flow velocity of 1.3 m/s is measured. The temperature and
velocity profiles are depicted in Figure C.15.
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Figure C.15: Temperature and velocity profiles of a 60 nm long CNT with an imposed thermal
gradient of 0.5 K/nm. Left: Axial temperature profile along the CNT. Right: Radial velocity
profile of water. This case is listed as number 5 in Table C.1. Source: Own elaboration.
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