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MAGÍSTER EN CIENCIAS DE LA COMPUTACIÓN
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Abstract

Brain tumors are one of the leading cancer-related causes of death in all ages. The diversity

of tumor shapes and the varying degrees of the visibility of their edges makes the analysis

of tumors complex. The development of automatic tools can enhance tumor visualization

and improve understanding and support of tumor-focused tasks. We propose an automatic

brain tumor extraction method based on image inpainting. Using weak labels containing

the approximate shape of the tumor, we are able to successfully remove the tumor from

a Magnetic Resonance Image (MRI) by replacing it with non-tumor tissue through a

partial convolution neural network trained over non-tumor tissue regions. Brain tumor

extraction is then performed by calculating the residual between the original MRI and the

reconstructed image without the tumor. The isolated tumor in the extracted tumor image

is amenable to further analysis. To demonstrate the extracted tumor image potential, we

performed tumor delineation using an active contour method. By clearly showing the

tumor, the proposed method is valuable in helping experts come to an agreement when

segmenting biomedical images.
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Chapter 1

Introduction

Cancer is the second cause of death worldwide. In 2018, 9.6 million deaths were reported

and this number increases every year [1]. Brain tumors and other central nervous system

tumors are the most common cancer-related cause of death in childhood (0-14 years

old) and within the top ten cancer causes of death in people above 14 years old. Non

malignant tumors (e.g meningioma and pituitary tumor) are the most common type and

though they grow slow and most of the time do not spread, they negatively impact normal

brain function. On the other hand, malignant tumors are cancerous (e.g glioma) and tend

to grow faster, spread to other areas and be more aggressive and therefore harder to treat.

The two-year survival rate of people with malignant tumors is limited, ranging between

15% and 85% depending on the malignancy grade [2][3].

Tumor delineation is a critical step for diagnosis, patient monitoring and planning of

surgical resection and radiotherapy. It is typically performed manually by experienced

specialists using one or more imaging modalities, such as computerized tomography (CT)

scans or magnetic resonance imaging (MRI), in an effort to contour numerous 2D slides

and determine the exact shape of the tumor. This task is time consuming and particularly

challenging due to high variability in shapes, sizes and locations of the tumors, requiring

a developed clinical expertise to accurately extract the needed information.

Automatic segmentation algorithms have gained relevance due to the cost of generating

the delineations and the level of expertise needed to correctly perform the task. Supervised

deep learning models are generally preferred when access to expert manual delineations is

available. Supervised medical image segmentation approaches are commonly based on the

U-Net, which is able to learn the most likely segmentation of the structure of interest using

binary masks made by experts [4]. Although U-Net based models have shown reasonable

results for brain tumors (e.g [5], [6], [7], [8], [9]), there is limited information about

the annotation process, the protocols used and inter-observer agreement of the selected
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datasets, reducing the chance of incorporating these automatic segmentation models into

clinical workflow.

Studies related to intra and inter agreement among experts are not conclusive for

delineation tasks. Specifically for the delineation of brain tumors in MRIs, [10] reported

an average intra-observer variability of 20%, having the highest variability when less time

was employed to fulfill the task. The same study showed an inter-observer variability

between 11% and 68%, which is consistent with the results reported by [11], [12] and [13],

where it was demonstrated that the performance of each expert is influenced by their level

of expertise, the type of tumor being observed and their interpretation of the extent of

the tumor boundaries.

In the absence of reliable labels, unsupervised segmentation methods have demon-

strated competitive performance when compared to supervised algorithms. Approaches

based on clustering methods are one of the most common when dealing with brain tumors

[14][15][16][17][18]. They rely on inherent features from the image (e.g voxel intensity or

texture) to differentiate healthy tissue from tumors. According to [15], clustering methods

achieve their best performance when the intensity values corresponding to the tumor are

significantly different from the surrounding structures. On the other hand, unsupervised

deep learning algorithms for brain tumor anomaly detection and tumor delineation, have

been proposed by [19] and [20]. They use architectures based on variational autoencoders

that are able to learn healthy brain representations. Thus, to determine anomalies, im-

ages containing brain tumors are reconstructed as healthy and then used to compute a

pixel-wise difference between the original image and its reconstruction. In order for this

method to work, it is necessary that both healthy and tumor images have the same ac-

quisition protocols. A common point between unsupervised methods is the need of image

preprocessing, particularly image enhancement and manual or automatic skull removal

[14][15][17][21][19].

To overcome problems related to supervised and unsupervised segmentation, semi-

supervised methods have been proposed to combine the best of both. These methods

are varied and even though most of them have not outperformed supervised methods,

they have been demonstrated to be especially helpful when there is a limited amount of
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labeled data. Most brain tumor segmentation models are characterized by the combina-

tion of unlabeled or weakly-annotated data (e.g presence or absence of tumor) with few

labeled images (e.g manual segmentation labels) to exploit feature learning from both

kinds of data and improve segmentation outcomes [22][23][24][25]. On the other hand,

[26] proposed an active contouring approach that takes advantage of medical knowledge to

define boundaries around the tumor and facilitate the delineation of the region of interest.

Semi-supervised methods propose the incorporation of additional medical knowledge to

improve tumor segmentation. Following that premise, we propose a brain tumor extrac-

tion method based on the inpainting of tumoral regions that only requires brain tumor

MRIs and an approximation of the tumor shape. The approximations of the tumor shape

are referred in this work as weak labels, due to the lower level of expertise required for

its generation in comparison with manual delineations. Algorithms for image inpainting

are able to either remove unwanted information or to complete missing regions. For this

work, we use a partial convolution-based network (PConv-net), proposed by [27], for the

inpainting stage given its ability to smoothly fill irregular missing regions on natural im-

ages and its demonstrated potential to remove artifacts and unwanted structures from

biomedical images [28][29][30][31][32]. The PConv-net learns to reconstruct missing non-

tumor tissue regions taken from the surroundings of the tumor. Using this network the

tumor is removed from the MRI by replacing the region defined by the weak label with

non-tumor tissue. The reconstructed and original image are used for tumor extraction

computing the pixel-wise absolute difference between them. Finally, the extracted tumor

image with improved tumor visibility can be used to achieve several clinical tasks such as

tumor delineation. In this work we propose its use for automatic brain tumor segmenta-

tion employing an active contouring method. To the best of our knowledge, this is the

first time this inpainting technique is used for automatic brain tumor extraction.



Chapter 2

Hypothesis and Goals

2.1 Hypothesis

A deep image inpainting model that uses weak labels of tumor shapes will be able to

remove tumor tissue from an MRI and allow extraction of the tumor from the original

image.

2.2 Goals

2.2.1 General Goal

Design an automatic brain tumor extraction pipeline through the use of partial convolu-

tions for tumor inpainting.

2.2.2 Specific Goals

SG1 Train a deep image inpainting model based on partial convolutions for non-tumor

tissue inpainting.

SG2 Predict non-tumor tissue over weak label of tumor shape.

SG3 Perform tumor extraction using the original and inpainted MRI.

SG4 Evaluate tumor extraction quality through brain tumor automatic delineation.
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Chapter 3

Related Work

Semantic segmentation aims to predict labels for each pixel of an image, giving a better

understanding about the spatial relationship between the elements of it. For biomedi-

cal images, when manual delineations are available, supervised deep learning models are

commonly chosen to perform semantic segmentation. Given its capacity of working with

few labels, most proposed approaches for medical image segmentation are based on the

U-Net [4], an architecture consisting of a contraction path that captures the context in

the images and an expansive path that is able to define precise localization of the struc-

tures of interest. Research around MR images provided for the Multimodal Brain Tumor

Segmentation Challenge 2019, have demonstrated a Dice Similarity Coefficient above 80%

for whole tumors on approaches based on the U-Net architecture [33]. Although super-

vised learning challenges, such as the Multimodal Brain Tumor Segmentation, promote

research around the subject, when moving to clinical scenarios data collection with such

quality becomes time consuming.

On the other hand, many unsupervised brain tumor segmentation models have been

proposed in the literature. Most of them are based on clustering methods such as K-

Means and Fuzzy C-means (FCM)[16][15] and perform skull stripping to facilitate tu-

mor segmentation [14][15][17][21][19]. The main difference between them is the type of

MR image modality used (e.g T1, T2, T3, T4 or FLAIR) and the applied preprocess-

ing, including the use of wavelet multi-resolution to manage spatial context between the

pixel [18] and intensity adjustments to highlight the tumor [17]. In [14] was proposed a

combination of K-means with non-negative matrix factorization to improve the separation

between the tissues, reporting a dice coefficient above 86% for whole tumor. Reaching

a similar performance is the approach proposed by [21], an untrained method based on

expectation minimization. From a deep learning perspective, unsupervised brain tumor

5
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segmentation has been addressed as an anomaly detection problem [19][20][34][35]. Em-

ulating the discernment process performed by radiologists when identifying whether an

image is healthy or not, autoencoder-based models are trained to learn feature distribu-

tion of healthy MRIs. Hence, if a brain tumor image is supplied to the model it will

output its reconstruction following healthy features representation. Any deviation from

the learned distribution will correspond to an abnormality, which can be visualized by

the computation of residual errors between the input image and the reconstructed one.

The preferred approach for the latter is the Variational Autoencoder (VAE) [36], given

its capacity to encode the main features on a low dimensional generative latent space.

Modifications such as the addition of the structural similarity constraint [34] or restric-

tions on the latent space [20] are necessary to enhance reconstruction over brain images.

Although abnormality detection models for brain tumor segmentation seem promising, no

metrics comparable to other methods have been reported. Furthermore, healthy images

used for training must have similar acquisition features as brain tumor images in order to

have proper reconstructions. These types of images may not be available, especially for

contrast-enhanced modalities.

Non-learning methods such as decision forest [22] or active contouring [26] are also

present in the literature, being the latter the most relevant to our work. [26] proposes

the addition of medical guidance to rigorously define the tumor region and improve active

contour models performance by asking the user to draw the smallest possible circle around

the tumor to then apply contouring methods to find the segmentation. Despite the im-

provement, their process is tied to a high medical expertise level. On the other hand,

deep learning semi-supervised approaches consider the use of both labeled and unlabeled

data as well as different network architectures [23][25]. While [23] proposed a Stacked

Denoising Autoencoder trained with unlabeled patches and then fined-tuned with few la-

beled samples for pixel-wise classification, [25] proposed the combination of a U-Net like

architecture with an autoencoder. The U-Net is trained to generate the tumor segmenta-

tion from the input image and the autoencoder is trained to reconstruct synthetic tumor

segmentation using an attention mechanism, adding value to the supervised segmentation

model. Similarly, [37] proposed a Generative Adversarial Network (GAN)-based approach

where a U-Net model benefits from the adversarial relation between a Generator, that
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synthesizes auxiliary segmentation maps, and a discriminator that tries to determine if its

input segmentation map comes from the U-Net or the generator. Also following a deep

learning approach, [24] reported a Dice Similarity Coefficient above 80% in whole tumor

segmentation by the use of mixed-supervision, which includes a pixel-wise classification

method for segmentation and a weak supervision branch for image classification based on

tumor presence or absence, extracting relevant features from both kind of labels.

Inspired by anomaly detection models and the use of weak labels of the region of

interest, we propose the use of an image inpainting model to remove the brain tumor

from the image and subtract both images (the inpainted image and the image with the

tumor) to produce a clear image of the tumor. Image inpainting aims to reconstruct

missing portions of an image or to remove any distortion that could be damaging it, such

as noise, scratches, watermarks or text. Classical local methods, such as PatchMatch [38],

search for the missing pixels among the available information on the input image, failing

when the region to complete is large or too complex. On the other hand, computer

vision community taking advantage of the performance of convolutional layers [39] on the

extraction of high-level features from images, has proposed several learning-based methods

for natural images inpainting outperforming classical methods. In particular for medical

images, available methods on the literature are generally based on GANs. For medical

images, [40] performed a comparison between a context encoder model and a contextual

attention network. They reported that although the contextual attention network gave

better results in terms of edges blending with the original pixels, its predictions for the

missing region were not as sharp as the ones produced by the context encoder. On the

other hand, among GAN-based approaches there is the ip-MedGAN [41]. A conditional

GAN (cGAN) architecture that through a cascade of multiple U-Net networks [42] as

generator and two discriminators, global and local, is able to realistically complete missing

information from brain CTs and MRIs, outperforming other approaches meant for natural

images. Despite the reported performance, the model only completes squared regions of

fixed size and the location of the target region must be given to the local discriminator.

To overcome those limitations, a second version of the model was proposed in [43] called

ipA-MedGAN. The ipA-MedGAN replaces the generator by a MultiRes-UNet [44] cascade

architecture to improve the U-Net performance and changes the patch-based local and
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global discriminators for two discriminators with different receptive fields that accomplish

the same goal than before, but without the need of having a fixed region shape and location

information. Though the ipA-MedGAN has outperformed most models in the inpainting

of non-tumor brain tissue, it has not been tested on tumor removal. Its applications are

constrained to remove image distortions produced during the acquisition process. On the

other hand, the CT-GAN [45] was proposed with the goal of tampering medical images.

It consists of two cGANS: GANinj for tumor injection and GANrem for tumor removal.

Both networks are deep 3D convolutional cGANs trained to perform inpainting in a cube

in the center of the input sample. In order to inject a tumor, the GANinj is trained on

tumor images, and, to remove tumors, GANrem is trained using healthy samples. The

tampered images were able to fool both medical experts and a deep learning classification

model. Although the quality of the reconstructions, an extensive pre and post processing

is required in order to obtain results in which the inpainted region blends smoothly with

its surroundings. Additionally, only squared masks were used. Current methods for

medical image inpainting are commonly based on squared missing regions, which restricts

its application to tumor inpainting given that they might not correctly adapt to the high

variety of possible shapes, resulting in over-inpainting of healthy tissue. Furthermore,

given the fact that to study abnormalities most brain pathologies require the use of a

gadolinium contrast medium, the proposed methods may not work on contrast enhanced

images since they are trained over healthy images with different acquisition protocols.

Finally, even though GANs are able to fulfill the task in simpler scenarios they could

suffer of mode collapse [46][47] and overfitting, leading to wrong inpainting results.

Given its performance on irregular region inpainting over natural images, for the

present work, we chose the PConv-net [27]. It consist of a U-Net to which each stan-

dard convolutional layer is replaced by a partial convolution layer. This layer, besides

receiving the feature map as input, also receives the binary mask corresponding to the

missing region, which is used to condition the output to the unmasked values and then

updated for the next layer. In relation to medical images, this model has been mostly

used to remove artifacts and unwanted external elements. Such is the case of [28] that

proposed its use to remove metal artifacts from CT images, [29] that incorporated it to

remove occlusions from skin lesion images aiming to improve lesion segmentation, and [30]
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that employed it to remove from an intraprocedural CT image the probe used in thermal

ablation of liver tumors, with the final goal to improve the registration of pre-procedural

MR images to its intraprocedural CT image. For a different purpose, [31] proposed the

use of partial convolutions to replace partially-obstructed prostate regions with negative

cancer tissue with goal of finding a prostate suspiciousness cancer map. Specifically for

brain images, [32] proposed the use of partial convolutions to improve brain registration.



Chapter 4

Materials and Methods

In this chapter the selected dataset and the proposed method are presented. First, basic

concepts of medical imaging are introduced to support the description of the type of data

chosen for this work. Afterwards, the proposed method is introduced along with the

theory needed for its application, going through artificial neural networks, convolutional

neural networks and partial convolutions for image inpainting, to end up with the proposed

pipeline for automatic brain tumor extraction.

4.1 Dataset and medical imaging overview

4.1.1 Medical Imaging

Anatomical planes

When acquiring a medical image a standard anatomical position is used as reference for

posterior image analysis. In order to correctly define this position the subject must be

standing with the head facing forward. The basic anatomical planes are the axial plane,

sagittal plane and coronal plane, which are orthogonal to each other [48]. The axial plane

is parallel to the ground and the images are taken from the top of the head to the feet

(Fig. 4.1 (a)). On the other hand, the sagittal plane is parallel to the median plane, that

divides the body in half, and its images are taken from one ear to the other (Fig. 4.1 (b)).

Finally, the coronal plane is perpendicular to the median plane and the images are taken

from the front to the back of the body (Fig. 4.1 (c)).

Brain tumor imaging

CT scans and MRI are the most common imaging techniques used for brain tumor di-

agnosis, treatment planning and monitoring. While CT scans use a motorized X-Ray

10
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Figure 4.1: Anatomical planes, brain MRI.

(a) Axial plane (b) Sagittal plane (c) coronal plane.

tube that rotates around the patient to collect images [49], MRI employs powerful mag-

nets [50] and radiofrequency waves that stimulate the protons of the body to create a

diagnostic image. The conventional MRI protocol for brain tumor assessment includes

the following MRI sequences: T1-weighted imaging, T2-weighted imaging, FLAIR, dif-

fusion weighted imaging, postcontrast sequences, perfusion and spectroscopy [51]. Each

MRI sequence is a particular configuration of radiofrequency pulses and gradients that

result in a specific type of image showing different tissue properties [52]. Although, for

brain tumors, CT scans are commonly used as screening method, MRIs are preferred for

detailed tumor analysis. MRIs provide sensitive information about brain tissue condition

and the relation of the tumor with its surroundings [53]. Furthermore, given the difficulty

of observing some tumors, paramagnetic contrast agents are frequently injected to the

patient to enhance the visualization of certain tumor characteristics and the demarcation

of the boundaries [53].

4.1.2 Dataset

Due to the variety of brain tumor types and anatomical planes the T1-weighted contrast-

enhanced (CE) MRI dataset was selected for this work, which has been made publicly

available in [54]. The dataset consists of 3,064 images, representing slices from 233 pa-

tients collected from the Nanfang Hospital (Guangzhou, China) and the General Hospital

(Tianjing Medical University, China). The images have an in-plane resolution of 512×512
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Table 4.1: T1-weighted CE MRI dataset composition.

Type/Plane Axial Coronal Sagittal Total
Meningioma 223 227 258 708

Glioma 447 509 470 1,426
Pituitary tumor 327 306 297 930

Total 997 1,042 1,025 3,064

with a pixel size of 0.49 × 0.49 mm2. Furthermore, the slice thickness is 6 mm and the

slice gap is 1 mm.

The images are composed of the three anatomical planes (axial, sagittal and coronal)

and contain three types of tumors: meningiomas, gliomas and pituitary tumors. Table 4.1

shows the dataset distribution. Samples for each type of tumor and plane are illustrated in

Fig. 4.2. Additionally, each image in the dataset contains a single tumor delineation which

was manually performed by three experienced radiologists. There is no further information

about the chosen fusion technique to generate the final delineation and the inter-observer

agreement. Finally, as a preprocessing step we normalized the pixel intensity values to

[0, 255] and resized the images to an in-plane resolution of 256× 256, the latter with the

aim of reducing computational time.

4.2 Proposed Method

4.2.1 Theoretical Background

Deep Learning attempts to learn different feature representations through multiple layers

that are typically Artificial Neural Networks (ANNs). The ANNs (Fig. 4.3) are simplified

mathematical models that aim to emulate the electrical activity of the brain and nervous

system. They are composed of multiple neurons organized in layers in which given a

certain input (x) it is expected to get an output (ŷ). This process is called forward

propagation and starts when each component of x is multiplied with a set of weights (w)

in each neuron of the layer. Afterwards, the product resulting from each multiplication is

summed up and passed by a non-linear activation function which determines the activation

state of the neuron. In order to measure the quality of the generated prediction, the error
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Axial Coronal Sagittal

(a)

(b)

(c)

Figure 4.2: T1-weighted CE MRI dataset sample images for each anatomical plane
(axial, coronal and sagittal) and tumor type.

(a) Glioma, (b) Meningioma and (c) Pituitary tumor.

(J) of ŷ with respect to the ground truth label (y) is computed using a loss function chosen

according to the task aiming to solve. Finally, to improve the performance during training

the loss function is minimized over the weights using the backpropagation algorithm [55].

In computer vision, convolutional layers [39] are widely used for image-based tasks.

They are able to extract features from input data through convolution operations. The

convolution operations is an element-wise multiplication of the input image with a kernel

of size (Kx, Ky) that slides through the input according to a constant called stride. In

Convolutional Neural Networks (CNNs), convolutional layers are often accompanied by

a non-linear activation layer (e.g rectified linear unit, ReLU) and a pooling layer. The

pooling layer is used to reduce the spatial dimension of the convolution operation output

by taking the main characteristics of the feature map within a pool of fixed size (e.g
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Figure 4.3: Simple ANN architecture.

2× 2) that moves through the feature map [56]. Among the pooling functions, the most

common is max-pooling which chooses the maximum activation among the values in the

pool. Other examples of pooling functions include: average or L2 norm of the rectangular

region [57].

Built upon the Fully Convolutional Network (FCN) proposed by [58] for semantic

segmentation of natural images, the U-Net [4] became the base for most biomedical image

segmentation deep learning approaches due to its performance using a few annotated

samples for training. The U-Net (Fig. 4.4) is a symmetric architecture consisting of a

contraction path that captures the context in the images and an expansive path that is

able to precisely define the location of the region of interest. Each block on the contraction

path is made up of two convolutional layers with a 3×3 kernel, followed by ReLU activation

and a max pooling layer to perform down-sampling. Information about the content of the

image extracted through the contraction path is transferred to the expansive path using

skip connections, allowing the network to propagate the content information through the

expansive path layers. On the other hand, each block from the expansive path consists

of an up-convolution layer (up-sampling operation followed by a convolutional layer with

a 2 × 2 kernel) whose output feature map is then concatenated with its corresponding

feature map from the contraction path. This is followed by two convolutional layers with

a 3× 3 kernel and ReLU activation. Finally, a convolutional layer with a 1× 1 kernel is

added to map the feature maps to the corresponding number of classes for the task.
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Figure 4.4: U-Net architecture.

Contraction path: feature maps represented by white boxes. Expansive path: feature maps
represented by gray boxes. Each arrow color represents a different operation described at the

bottom of the illustration above.

4.2.2 Partial convolutions for image inpainting

Aiming to remove brain tumors from MRIs, partial convolutions ([27]) are employed to

replace missing areas with non-tumor tissue. The output of the partial convolution layer

on the current sliding window (x′) is given by,

x′ =

 WT (X�M)
sum (1)

sum (M)
+ b, if sum(M) > 0

0, otherwise.

, (4.1)

where W are the weights, b the bias, X the pixel values from the feature map in the current

sliding window, M a binary mask corresponding to the current missing region and 1 a
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tensor of ones with the same shape as M. Element-wise multiplication is denoted by �
and sum(1)/ sum(M) corresponds to a scaling factor that adjusts the amount of unmasked

pixels of the input feature map. Once the partial convolution operation is applied, the

binary mask M is updated only if at least one masked pixel was reconstructed. The

reconstructed pixels are then unmasked in the binary mask via,

m′ =

{
1, if sum(M) > 0

0, otherwise
, (4.2)

where m′ is the unmasked pixel.

By stacking partial convolution layers, as the missing region from the input image is

reconstructed, the number of masked values from the binary mask is reduced until the

masked values eventually disappear. To successfully achieve the inpainting of natural

images, [27] designed a U-Net like architecture (Fig. 4.5) whose main differences with the

original network ([4] and Figure 4.4) are the replacement of convolutional layers by partial

convolutions and the use of both the image and its binary mask as input for each layer

of the network. Additionally, no down-sampling is applied in the contraction path, the

up-sampling on the expansive path is performed through nearest-neighbor interpolation

instead of using the up-convolution layer and a Leaky ReLU is chosen as the activation

function for the expansive path. Finally, aiming at copying non-masked pixels, the last

partial convolution layer concatenates the outputs from the last up-sampling layer and

the original inputs of the network. We modify this architecture in order to adapt it for

grayscale images and add dropout for generalization purposes. Specific details on the

architecture used in the current work are presented in Table 4.2.

The network training is governed by a loss function that accounts for both the per-pixel

reconstruction quality and the smoothness of the transition from the predicted values to

their surrounding context. An L1 loss is used for the per-pixel reconstruction loss for

pixels inside and outside the masked area,

Lhole =
1

NIgt

‖(1−M)� (Iout − Igt)‖1 , (4.3)

Lvalid =
1

NIgt

‖M� (Iout − Igt)‖1 , (4.4)
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Figure 4.5: Partial convolutions for image inpainting architecture

Partial convolutions, batch normalization, concatenation through skip connections and
up-sampling are applied to both masked images (gray block) and masks (white box). Each

color of arrow represents a different operation summarized in the figure legend.

where Lhole and Lvalid are the losses inside and outside the masked area, respectively, Iout

is the prediction, Igt is the ground truth, and NIgt is the number of elements in Igt.

The content of the reconstructed missing regions is addressed by the perceptual loss

(Lperceptual),

Lperceptual =
P−1∑
p=0

∥∥∥ΨIout
p −Ψ

Igt
p

∥∥∥
1

N
Ψ

Igt
p

+
P−1∑
p=0

∥∥∥Ψ
Icomp
p −Ψ

Igt
p

∥∥∥
1

N
Ψ

Igt
p

, (4.5)

where Icomp is the network prediction with the valid pixels set to the ground truth

and Ψ
Igt
p , ΨIout

p and Ψ
Icomp
p is the pth projection for Igt, Iout and Icomp, respectively. The

Lperceptual robustly measures image similarities by computing the difference (L1 distance)

between Igt and both Iout and Icomp. Before computing L1, Igt, Iout and Icomp are projected
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Table 4.2: Partial convolutions for image inpainting architecture detail

PC stands for a partial convolution layer and Concat represents the skip connections that
concatenates the output of Up-sampling with the corresponding PC of the contraction path

(both masks and feature maps). Additionally, after each PC Batch Normalization is performed
excepting the last PC layer and Dropout is added in PC5-13.

Layer Size Channels Stride
Activation
Function

Contraction path
PC1 7x7 64 2 ReLU
PC2 5x5 128 2 ReLU
PC3 5x5 256 2 ReLU
PC4 3x3 512 2 ReLU
PC5 3x3 512 2 ReLU
PC6 3x3 512 2 ReLU
PC7 3x3 512 2 ReLU
PC8 3x3 512 2 ReLU

Expansive path
UpSampling1 2x2 512 2 -

Concat w/ PC7 - 512+512 - -
PC9 3x3 512 1 LeakyReLU

UpSampling2 2x2 512 2 -
Concat w/ PC6 - 512+512 - -

PC10 3x3 512 1 LeakyReLU
UpSampling3 2x2 512 2 -

Concat w/ PC5 - 512+512 - -
PC11 3x3 512 1 LeakyReLU

UpSampling4 2x2 512 2 -
Concat w/ PC4 - 512+512 - -

PC12 3x3 512 1 LeakyReLU
UpSampling5 - 512 2 -

Concat w/ PC3 - 512+256 - -
PC13 3x3 256 1 LeakyReLU

UpSampling6 2x2 256 2 -
Concat w/ PC2 - 256+128 - -

PC14 3x3 128 1 LeakyReLU
UpSampling7 2x2 128 2 -

Concat w/ PC1 - 128+64 - -
PC15 3x3 64 1 LeakyReLU

UpSampling8 2x2 64 2 -
Concat w/ Input - 64+1 - -

PC16 3x3 1 1 Sigmoid
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to a higher level feature space using the first three pooling layers from a VGG-16 net-

work pre-trained with ImageNet data, whose weights were adapted for grayscale images

following [59].

Third, to tackle appearance similarity between the predicted reconstruction and the

ground truth image, the style loss (Lstyle) is included,

Lstyleout =
P−1∑
p=0

1

CpCp

∥∥∥Kp

((
ΨIout

p

)T (
ΨIout

p

)
−
(
ΨIgt

p

)T (
ΨIg t

p

))∥∥∥
1
, (4.6)

Lstylecomp
=

P−1∑
p=0

1

CpCp

∥∥∥Kp

((
ΨIcomp

p

)T (
ΨIcomp

p

)
−
(
ΨIgt

p

)T (
ΨIg t

p

))∥∥∥
1
, (4.7)

where Lstyleout and Lstylecomp
are the losses for Iout and Icomp, respectively, Cp × Cp is

the Gram matrix considering that Ψ∗p are of shape (HpWp) × Cp (with Hp, Wp and Cp

corresponding to height, width and channels, respectively), and Kp is the normalization

factor 1/CpHpWp for the p-th pooling layer.

Finally, prediction smoothness both inside the mask and in its boundary with the

original pixels are addressed by the total variation loss (LTV),

Ltv =
∑

(i,j)∈R,(i,j+1)∈R

∥∥Ii,j+1
comp − Ii,jcomp

∥∥
1

NIcomp

+
∑

(i,j)∈R,(i+1,j)∈R

∥∥Ii+1,j
comp − Ii,jcomp

∥∥
1

NIcomp

, (4.8)

where R is the masked region dilated by 1-pixel and NIcomp is the number of elements

in Icomp.

The total loss (L total ) is the combination of the loss terms previously described,

L total = Lvalid + 6Lhole + 0.05Lperceptual + 120
(
Lstyleout

+ Lstylecomp

)
+ 0.1Ltv. (4.9)

Each individual loss is weighted by a factor, the values of which were obtained from [27].
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4.2.3 Training process

Independent training was performed for each anatomical plane. Visual inspection of the

results revealed superior performance on the coronal plane. This was found to be true

even in the reconstruction of tissue in the axial and sagittal plane images. Based on these

observations, we used the coronal plane images for the model. We randomly selected 686

samples for training and 250 for validation out of 1042 total images. The test set included

330 samples from the three anatomical planes.

Given that we aim at replacing tumor tissue with non-tumor tissue, it is necessary to

teach the PConv-net to precisely reconstruct the non-tumor tissue. The lack of publicly

available healthy images with the same acquisition protocols as the T1-weighted CE MRIs

selected for this work limit the possibilities for non-tumor tissue reconstruction. We tackle

this issue by selecting arbitrary non-tumor tissue regions from the original tumor images

for its reconstruction. Multiple irregular binary masks over non-tumor tissue were gener-

ated. To obtain the masks we combined circles and irregular shapes in random locations

based on manual delineations from the dataset. The manual delineations were modified

by applying random rotations and adding or subtracting zero to ten pixels from the edges

of the irregular shape. To avoid tumor tissue we use the tumor location determined by the

manual delineation available for each MRI. Between twenty and twenty five independent

binary masks were generated offline for each training and validation image. The num-

ber of masks varies due to the high variability of tumor shapes and available non-tumor

tissue. Although the process was performed offline to avoid extending training time, it

can also be performed as part of the training pipeline if desired. Once the binary masks

were generated, we performed a two step inspection to ensure that they were located over

non-tumor tissue. First, masks located in the background, i.e outside the subject, were

removed. Second, masks located over regions outside the brain, e.g the neck, were identi-

fied by visual inspection and manually removed. Additionally, twenty one irregular binary

masks over the tumor were generated for the test set images by randomly adding from

one to fifteen pixels around different edge sections of the manual delineation provided on

the dataset. These binary masks were then used to perform brain tumor removal with

the trained model.
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The PConv-net was implemented in Keras Tensorflow 1 and trained using the Adam

optimizer and batch size of 16 on four V100 GPUs. Extensive data augmentation was

applied to the training set in order to improve generalization of the model, including

rotations, flipping and shifting. The progressive filling of the missing regions from the

image affects the computation of mean and variance in the batch normalization layer.

Consequently, [27] proposed training in two stages. In the first stage, batch normalization

is included in both paths, contraction and expansive, using a learning rate of 2 × 10−4.

In the second stage the learning rate is adjusted to 5× 10−5 and the batch normalization

layer is disabled on the contraction path, allowing to apply batch normalization on the

filled masks and facilitate convergence.

4.2.4 Semi-supervised brain tumor extraction

Once the PConv-net is trained using non-tumor tissue, the binary masks over tumor tissue

(Mtumor) generated for the test set are used to mask its corresponding original image (Iori).

The masked image (Imasked) serves as input for the inpainting model which, in inference

mode, predicts non-tumor tissue over the missing region (Mpred). The tumor is extracted

from Iori by computing a pixel-wise absolute difference (Ires) between Iori and Ipred,

Ires =| Iori − Ipred | . (4.10)

To ensure tumor extraction quality, the binary mask used to remove the tumor from

the MRI can be used to remove noise around the extracted tumor.

The residual image (Ires) containing the extracted tumor can be then used to obtain

the delineation of the tumor (Isegm) itself. Given the variability of intensity values among

the extracted tumors, we selected the Morphological Geodesic Active Contour2 (Mor-

phGAC) proposed in [60] to perform tumor delineation. Active Contouring aim to detect

the boundaries of an object through the use of evolving contours. In each iteration, in

order to minimize parameters related to the target’s boundary, it is solved the partial dif-

ferential equation (PDE) Ct = L(C), where Ct is a parameterized 2D curve over time t and

1Code available at: https://github.com/covasquezv/brain-tumor-inpainting
2Morphological Snakes, https://github.com/pmneila/morphsnakes



22

L is a differential operator that defines the curve evolution. While an internal component

maintains smoothness of the delineation, an external component adjusts the curve to the

object. Given that the original active contour is purely parametric and does not consider

image features, several approximations have been proposed in the literature. MorphGAC

[60] is a fast and stable algorithm that is able to achieve the same performance as other

methods by replacing terms in the PDE with morphological operators (e.g dilation and

erosion). The use of these operators allow to obtain an approximation of the numerical

result of the PDE and simplifies the implementation of the algorithm, reducing the com-

putational cost. Furthermore, MorphGAC is able to accurately contour objects through

the use of a balloon whose force is determined by the inclusion of relevant image features

given by the inverse of gradient magnitude from the image (g(I)). Thus, according to a

fixed threshold (θ), regions far from the boundaries of the object of interest are ignored

by the balloon when g(I) is higher than θ, otherwise, morphological operators are applied

to adjust the curve to the boundary. For this work, the chosen value of θ is determined

by the method proposed in [61] and reaffirmed by [60] and the size of the initial value is

set as three quarters of the input image.

In order to measure segmentation performance, two positively correlated metrics are

used: the Dice Similarity Coefficient ([62]),

DSC =
2 | A ∩B |
| A | + | B |

, (4.11)

and the Jaccard Similarity Coefficient ([63]),

JSI =
| A ∩B |
| A ∪B |

, (4.12)

where A is the manual delineation and B the generated delineation. Even though both

metrics range from 0 to 1 (with 0 no significant similarity and 1 total overlap) and are

similar, they differ in the approach taken to define the level of similarity. While the

Dice Similarity Coefficient tends to report values closer to the average performance, the

Jaccard Similarity Score reports values that are closer to the worst case.

Image inpainting through partial convolutions is used to remove brain tumors from
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a T1-weighted CE MRI by replacing a wide delineation of the tumor region with non-

tumor tissue. Afterwards, through the computation of the absolute difference between

the original image and the inpainted one, we are able to extract the tumor in a residual

image, which can then be used to obtain the tumor delineation through MorphGAC. An

overall illustration of the pipeline can be found in Fig. 4.6.

Figure 4.6: Brain tumor extraction pipeline.

Brain tumor extraction pipeline.
Using an approximation of the brain tumor area Iori is masked (Imasked) to then be provided
to the PConv-net, which was previously trained using non-tumor tissue missing regions. The

output of the network (Ipred) is afterwards used for tumor extraction (Ires) through the
computation of a pixel-wise difference against Iori. Finally, Ires can be employed to support

tumor-focused tasks, such us tumor delineation.
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Results and Discussion

A PConv-net was trained to learn non-tumor tissue reconstruction, accounting for both

reconstruction accuracy and soft transition with boundary areas while training. Given the

amount of correct possibilities when inpainting a missing region, as far it is known, there

is no quantitative metric that ensures correct evaluation of the task [27][40]. Therefore,

for visualization purposes, results for each anatomical plane are provided in Fig. 5.1.

Although the model was trained using only samples from the coronal plane, it is capable

of generating correct non-tumor tissue reconstruction for all three anatomical planes, even

when the missing region is located on the edge of the brain (Fig. 5.1(a)). There are no

significant visible edges of the masked region on the reconstructed image and the predicted

pixels follows the appearance of its surrounding pixels.

When removing tumor tissue, the model inpaints the missing region with healthy-like

tissue rather than abnormal brain tissue (Fig. 5.2). There is no significant difference

among the three anatomical planes for tumor removal. However, when the missing region

covers most of the brain area the model fails to successfully remove the tumor. This

situation is evident in Fig. 5.2(a) where, although the tumor has been removed, the

intensity pixel values from the reconstructed area do not match the surrounding tissue,

making it more obvious that the image has been manipulated.

Using the methodology presented in section 4.2.4 we performed brain tumor extraction

for each type of tumor and anatomical plane. Results are shown in the third row of Fig. 5.3,

Fig. 5.4 and Fig. 5.5, for glioma, meningioma and pituitary tumor, respectively. Through

the use of pixel-wise absolute difference between the original image with the one without

the tumor (Eq. (4.10)), we are able to isolate the tumor even when the weak label used

to define tumor area does not follow a similar shape with the tumor itself (Fig. 5.3(c),

Fig. 5.4(b) and Fig. 5.5(a)). Other methods, such us [20] and [35], need to remove the

skull to potentially detect anomalies on the brain. Conversely, the extracted tumor image

24
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Input Reconstruction Ground Truth

(a)

(b)

(c)

Figure 5.1: Non-tumor tissue inpainting prediction

(a) Axial, (b) Coronal and (c) Sagittal plane.

by the proposed method only contains the tumor facilitating its visualization, especially

when the tumor’s pixel intensity are close to non-tumor tissue and its boundaries are not

clear.

The proposed method is able to successfully extract brain tumors from the input MRIs.

Unlike anomaly detection models available on the literature, the approach proposed in this

work requires only one kind of image, removing the need of having healthy and tumor

datasets with the same acquisition protocols. This is especially relevant when dealing

with sensible data with limited availability. Furthermore, since the tumor can be clearly

visualized in the extracted tumor image, it can potentially be used for any task related

to the pathology, including tumor delineation and tumor measuring.
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MRI Masked MRI Tumor removal

(a)

(b)

(c)

Figure 5.2: Tumor removal through PConv-net

(a) Axial, (b) Coronal and (c) Sagittal plane.

Table 5.1: Segmentation performance using MorphGAC.

Type
Extracted Tumor Image MRI [26]
DSC JSI JSI

Meningioma 0.8371 ± 0.0629 0.7267 ± 0.0885 0.7794
Glioma 0.8421 ± 0.0568 0.7336 ± 0.0812 0.6631

Pituitary tumor 0.8437 ± 0.0676 0.7375 ± 0.0932 0.7374

To demonstrate the potential use of the extracted tumor images for brain tumor auto-

matic delineation, we employed MorphGAC over Ires to obtain the brain tumor segmen-

tation. The resulting tumor delineations (Isegm) for glioma, meningioma and pituitary

tumor, along with its corresponding manual delineation, are shown in the last row of

Fig. 5.3, Fig. 5.4 and Fig. 5.5, respectively. Better performance is observed when the

intensity value from the edges of the tumor are evidently brighter or darker than the
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surrounding structures (e.g Fig. 5.3(a), Fig. 5.4(c) and Fig. 5.5(c)). Brain tumor segmen-

tations obtained from Ires, achieve comparable performance with other approaches using

the same dataset and similar delineation method. Evaluation in terms of DSC and JSI

are shown in Table 5.1. We were able to outperform [26] in the segmentation of glioma

tumors and reach close performance in pituitary tumor and meningioma.
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(a) (b) (c)

MRI(Iori)

Input (Imasked)

Residual(Ires)

Manual delineation

Segmentation(Isegm)

Figure 5.3: Tumor segmentation performance on Glioma

(a) Axial, (b) Coronal and (c) Sagittal plane.
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(a) (b) (c)

MRI(Iori)

Input (Imasked)

Residual(Ires)

Manual delineation

Segmentation(Isegm)

Figure 5.4: Tumor segmentation performance on Meningioma

(a) Axial, (b) Coronal and (c) Sagittal plane.
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(a) (b) (c)

MRI(Iori)

Input (Imasked)

Residual(Ires)

Manual delineation

Segmentation(Isegm)

Figure 5.5: Tumor segmentation performance on Pituitary tumor

(a) Axial, (b) Coronal and (c) Sagittal plane.
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Conclusions and Future Work

A pipeline for brain tumor image extraction has been introduced. Based on the concept

of abnormality detection, we aim at extracting the tumor from the original image by

first removing the tumor from the MRI using image inpainting and then computing the

residual between both images. The PConv-net for image inpainting was trained over non-

tumor missing regions from coronal plane MRIs. Subsequently, to remove the tumor we

used weak labels with an approximation of tumor shape and location to define the region

to inpaint by the PConv-net. Once the tumor region is replaced by non-tumor tissue and

a healthy-like representation of the MRI is obtained, we compute its pixel-wise absolute

difference with the original MRI to extract the tumor.

Although the PConv-net was trained using multiple non-tumor missing regions from

only 686 coronal plane MRIs, it is able to correctly fulfill the task of non-tumor tissue

reconstruction (Fig. 5.1) and tumor tissue removal (Fig. 5.2) on samples from the three

anatomical planes: axial, coronal and sagittal. Lower performance is obtained when the

region to inpaint takes most of the brain area. Even in those cases, brain tumors were

successfully extracted from the MRI with the computation of the residual. The extracted

tumor image provides an improved tumor visibility which opens up the possibility of its

use in tumor-centered tasks from a manual or automatic perspective. To demonstrate

the potential of using the extracted tumor image, we performed tumor delineation using

MorphGAC. Using a lower level of clinical expertise we obtained results comparable to a

similar segmentation approach over the same dataset. To the best of our knowledge, this

is the first time that partial convolutions have been used for tumor extraction. The use

of weak labels is of special interest given the high cost of access to a high level of clinical

expertise. On the other hand, the use of the extracted tumor image could potentially

support clinical tasks by improving tumor visualization.

In future work, we aim to include automatic wide tumor segmentation to generate the
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weak label needed for the proposed tumor extraction pipeline. Furthermore, an automatic

segmentation deep learning model can be attached at the end of the pipeline to obtain

the tumor delineation from the residual image. Additionally, we expect to extend the

proposed method to 3D data as well as implementing it for different kinds of tumor and

image modalities, such as lung cancer CT images. Finally, the proposed method and

the recently described extensions to the model can be unified in a single model able

to automatically tackle each one of the pipeline stages. Further research must be done

towards that direction.
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