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FACULTAD DE CIENCIAS FÍSICAS Y MATEMÁTICAS

DOCTORADO EN CIENCIAS FÍSICAS
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Abstract

This thesis extends a previously found relation between the integrable KdV

hierarchy and the boundary dynamics of pure gravity on AdS3 described in the

highest weight gauge, to a more general class of integrable systems associated

to three-dimensional gravity on AdS3 and higher spin gravity with gauge group

SL(N,R) × SL(N,R) in the diagonal gauge. We present new sets of bound-

ary conditions for the (higher spin) gravitational theories on AdS3, where the

dynamics of the boundary degrees of freedom is described by two independent

left and right members of a hierarchy of integrable equations. For the pure

gravity case, the associated hierarchy corresponds to the Gardner hierarchy,

also known as the “mixed KdV-mKdV” one, while for the case of higher spin

gravity, they are identified with the “modified Gelfand-Dickey” hierarchies.

The complete integrable structure of the hierarchies, i.e., the phase space, the

Poisson brackets and the infinite number of commuting conserved charges, are

directly obtained from the asymptotic structure and the conserved surface in-

tegrals in the gravitational theories. Consequently, the corresponding Miura

transformation is recovered from a purely geometric construction in the bulk.

Black hole solutions that fit within our boundary conditions, the Hamiltonian

reduction at the boundary and more general thermodynamic ensembles called

“Generalized Gibbs Ensemble” (GGE) are also discussed.
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Introduction

The asymptotic structure of spacetime plays a fundamental role in the description of Gen-

eral Relativity in three dimensions. Since this is a topological theory, it does not possess

local propagating degrees of freedom, and consequently, its dynamics is completely dictated

by the choice of boundary conditions. In the case of a negative cosmological constant,

in 1986, J. Brown and M. Henneaux presented a set of boundary conditions [1], whose

asymptotic symmetries are spanned by two copies of the Virasoro algebra with central

charge c = 3l/2G. Interestingly, this choice of boundary conditions is not unique. There

are other possible sensible choices that can be consistently used, with different physical

consequences [2–9]. In particular, as was first shown in ref. [6] and later extended in

refs. [8, 30, 35], the dynamics of the gravitational excitations at the boundary are related

with two-dimensional integrable systems, and therefore, the asymptotic symmetries are

spanned by an infinite set of commuting charges.

The key of the relationship between three-dimensional gravity and two-dimensional

integrable systems is the precise way in which the length and time scales are fixed in the

asymptotic region of spacetime in the gravitational theory. Indeed, the asymptotic values

of the lapse and shift functions in an ADM decomposition of the metric, can be chosen to

depend explicitly on the dynamical fields in a very tight form, compatible with the action

principle.

In the case of the KdV hierarchy analyzed in ref. [6], the fall-off of the metric extends

the one of Brown and Henneaux when one includes the most general form of the Lagrange
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multipliers [12,13]. However, the lapse and shift functions, and consequently the boundary

metric of AdS3, are no longer kept fixed at infinity, because they are now allowed to

depend explicitly on the Virasoro currents. As a consequence of this particular choice of

chemical potentials, Einstein equations in the asymptotic region precisely reduce to two

independent left and right copies of the k-th element of the KdV hierarchy. Furthermore,

the complete integrable structure of the KdV system, i.e., the phase space, the Poisson

brackets and the infinite number of commuting conserved charges, are directly obtained

from the asymptotic analysis and the conserved surface integrals in the gravitational theory.

The standard Brown–Henneaux boundary conditions [1] are contained as a particular case

(k = 0) of the KdV hierarchy.

It is worth pointing out that there exists a deep relation between the KdV hierar-

chy and two-dimensional conformal field theories (CFT2), indeed, the infinite (quantum)

commuting KdV charges can be expressed as composite operators in terms of the stress

tensor of a CFT2 [14–16]. This fact has been recently used to describe Generalized Gibbs

ensembles in these theories [6,17–28], as well as constructing black hole solutions carrying

non-trivial KdV charges [29].

Different extensions of this new duality between a three-dimensional gravitational the-

ory in the bulk with certain specific boundary conditions, and a two-dimensional integrable

system at the boundary, have been reported in the literature. In ref. [30], the case of

General Relativity without cosmological constant was studied. The associated integrable

system corresponds to a generalization of the Hirota-Satsuma coupled KdV system [31],

which possesses a BMS3 Poisson structure. Another interesting generalization was pro-

posed in ref. [32], where it was shown that the integrable system associated to gravity on

AdS3 coupled to two U(1) Chern-Simons fields is the Benjamin-Ono2 integrable system.

The main objective of this thesis is to exhibit two new generalizations of this duality that

were reported in refs. [8] and [35]. In particular, in ref. [8] a new set of boundary conditions

for pure gravity on AdS3 was proposed, such that the boundary dynamics is described by

the so called Gardner (or mixed KdV-mKdV) hierarchy. These boundary conditions are
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closely related with the soft hairy ones in ref. [5], but where now the chemical potentials

are chosen to depend on the dynamical fields in a very precise way. This nontrivial way

of fixing the chemical potentials is the key to make contact with the integrable system.

In ref. [35] these results were further extended to the case of higher spin gravity on AdS3

with gauge group SL (N,R) × SL (N,R), where the corresponding integrable system was

shown to be the N-th modified Gelfand-Dickey hierarchy.

Thesis plan

In chapter 1, a brief review of some general properties of integrable systems is presented. In

particular, we focus on the integrable systems which are relevant for the main goal of this

thesis, i.e., the (modified) KdV and the family of (modified) Gelfand-Dickey hierarchies.

In chapter 2 we discuss the new boundary conditions for pure gravity on AdS3 reported

in [8] which were shown to be related with the Gardner (or mixed KdV-mKdV) hierarchy.

The higher spin generalization proposed in ref. [35] is described in chapter 3. Finally we

include a section devoted to the conclusions. Seven appendices with some technical details

are also included.
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Chapter 1

An introduction to integrable

systems

The integrability of a differential equation is determined by the existence of integrals of

motion or conserved quantities. Formally, Liouville’s theorem in classical mechanics states

the conditions under which the equations of motion of a dynamical system can always

be solved by a mathematical procedure. For a system with a finite number of degrees of

freedom, the Liouville theorem says:

“A Hamiltonian system with a 2N -dimensional phase space is integrable by the method

of quadratures if and only if there exist N , functionally independent conserved quantities

which are in involution .”

For a system with an infinite number of degrees of freedom, it is necessary to consider

an infinite number of independent conserved quantities in involution.

In this first chapter, the most relevant aspects of non-linear integrable systems are

reviewed. It will be addressed using two equivalent formulations. The first corresponds to

the bi-Hamiltonian formulation needed to make contact with the asymptotic dynamics of

gravitational theories in 2 + 1 dimensions, and the second one is the Lax pair formulation,

which clarifies the role played by the Miura transformation and allows us to generalize the
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results in ref. [6,8] to the three-dimensional gravitational theory endowed with higher spin

fields [35].

1.1 Korteweg-de Vries hierarchy

The Korteweg-de Vries equation is one of the most important non-linear partial differential

equations, which historically helped to understand in detail the problem of integrability.

This is a nonlinear dispersive wave equation which allows to describe “solitary waves,”

observed by first time in 1834 by the Scottish engineer John Scott Russell (1808–1882).

Remarkably, the KdV equation appears in many different branches of mathematics and

physics [34,41].

1.1.1 KdV equation as a Hamiltonian system

The Korteweg-de Vries equation is given by

L̇ =
3

2
LL′ + 1

4
L′′′, (1.1)

where dots and primes denote derivatives with respect to the temporal and spatial coordi-

nates, respectively.

The dynamics of eq. (1.1) can be described using the Hamiltonian formalism, where

the Poisson bracket of two arbitrary functionals F and G is given by

{F,G}1 =

∫
dφ

(
δF

δL
D(1)

δG

δL

)
, (1.2)

where D(1) := 2∂φ.

The Poisson bracket (1.2), together with the Hamiltonian

HKdV
(1) =

∮
dφ

(
1

8
L3 − 1

16
L′2
)
, (1.3)

precisely reproduce the KdV equation (1.1), which can be rewritten as
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L̇ =
{
L, HKdV

(1)

}
1

= D(1)

(
δHKdV

(1)

δL

)
. (1.4)

The integrability of the KdV equation and the existence of a hierarchy of integrable

equations, rely on the fact that this system is actually bi-Hamiltonian. Indeed, there exists

an alternative symplectic structure characterized by the following operator

D(2) := ∂φL+ 2L∂φ +
1

2
∂3
φ. (1.5)

Consequently, the Poisson bracket of two arbitrary functionals F and G associated with

the operator D(2) is

{F,G}2 =

∫
dφ

(
δF

δL
D(2)

δG

δL

)
. (1.6)

Using the second Poisson bracket (1.6) and the Hamiltonian

HKdV
(0) =

∮
dφ

(
1

4
L2

)
, (1.7)

we can alternatively rewrite the KdV equation as

L̇ =
{
L, HKdV

(0)

}
2

= D(2)

(
δHKdV

(0)

δL

)
. (1.8)

1.1.2 Recursion relation and conserved charges of the KdV hierarchy

From eqs. (1.4) and (1.8), the following relation is obtained

L̇ = D(1)

(
δHKdV

(1)

δL

)
= D(2)

(
δHKdV

(0)

δL

)
,

which relates the “gradient” of the Hamiltonian HKdV
(1) with the “gradient” of the Hamil-

tonian HKdV
(0) as

(
δHKdV

(1)

δL

)
= D−1

(1)D(2)

(
δHKdV

(0)

δL

)
. (1.9)
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This can be used to define a recursion relation that associates the gradient of the k-th

Hamiltonian HKdV
(k) with the gradient of the (k − 1)-th Hamiltonian HKdV

(k−1) through

R(k) = D−1
(1)D(2)R(k−1), (1.10)

with

R(k) :=
δHKdV

(k)

δL
, (1.11)

which are the so called Gelfand-Dickey polynomials associated to the k-th Hamiltonian of

the hierarchy.

Using the recursion relation (1.10), one can construct an infinite number of Hamilto-

nians HKdV
(k) . Each of these Hamiltonians defines an independent conserved charge of the

KdV equation (1.1).

Finally, one can prove that the conserved charges HKdV
(k) are in involution with respect

to both Poisson brackets. In order to see that, let us consider k > m, so that the Poisson

bracket associated to the operator D(2) of two conserved charges can be written as

{
HKdV

(k) , HKdV
(m)

}
2

=

∫
dφ
(
R(k)D(2)R(m)

)
,

=

∫
dφ
(
R(k)D(1)R(m+1)

)
,

= −
∫
dφ
(
D(1)R(k)R(m+1)

)
,

= −
∫
dφ
(
R(m+1)D(2)R(k−1)

)
, (1.12)

where we have used the recursion relation (1.10). Thus, eq. (1.12) can be rewritten as

{
HKdV

(k) , HKdV
(m)

}
2

= −
{
HKdV

(m+1), H
KdV
(k−1)

}
2
,

=
{
HKdV

(k−1), H
KdV
(m+1)

}
2
.
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Applying this procedure k −m times, one finally gets

{
HKdV

(k) , HKdV
(m)

}
2

=
{
HKdV

(m) , H
KdV
(k)

}
2

= 0,

which proves that all the conserved quantities are in involution with respect to the second

Poisson bracket. The involution with respect to the first Poisson bracket can be proved in

a similar way, so that {
HKdV

(k) , HKdV
(m)

}
1

= 0.

Furthermore, we can use these conserved quantities HKdV
(k) as Hamiltonians of new differ-

ential equations. Hence, it is then possible to define a complete hierarchy of integrable

equations. The k-th equation has the form

L̇(k) =
{
L, HKdV

(k)

}
1

=
{
L, HKdV

(k−1)

}
2
.

For example, the second member of the hierarchy can be obtained with the operator D(2)

and the Hamiltonian HKdV
(1) . It is given by

L̇ =
15

8
L2L′ + 5

4
L′L′′ + 5

8
LL′′′ + 1

16
L′′′′′. (1.13)

1.2 Lax pairs

In 1967, Gardner, Greene, Kruskal, and Miura introduced in ref. [36] the inverse scattering

transformation for the study of exact solutions of the initial-value problem for the KdV

equation. This led to a new method for solving non-linear partial differential equations

called the inverse scattering method, which can be regarded as an analogue of the Fourier

transformation method for linear partial differential equations. One year after that, based

on this method, Peter Lax showed in ref. [37] that the following pair of differential operators

9



L = ∂2
φ + L, (1.14)

P = ∂3
φ +

3

2
L∂φ +

3

4
L′, (1.15)

together with the equation

∂tL = [P,L] , (1.16)

reproduce the KdV equation.

Equation (1.16) is called the isospectral Lax equation, and relates an integrable non-

linear partial differential equation like (1.1) with the following pair of equations

Lψ = λψ, (1.17)

ψ̇ = Pψ. (1.18)

The first equation is called the spectral equation of L, and the second one describes the

time evolution for the eigenfunction ψ. Eq. (1.16) guarantees that the eigenvalue λ is time

independent, as it can be seen by taking the time derivative of eq. (1.17)

∂tLψ + L∂tψ = ∂tλψ + λ∂tψ. (1.19)

If one replaces eqs. (1.17) and (1.18) in eq. (1.19), the following condition is obtained

(∂tL− [P,L])ψ = ∂tλψ.

Therefore, if eq. (1.16) is satisfied, one concludes that ∂tλ = 0, i.e., the KdV equation

preserves the spectrum of the operator L. Furthermore, any member of the KdV hierarchy

fulfills this property.

10



Besides, note that the operator P can be written as

P = ∂3
φ +

3

2
L∂φ +

3

4
L′ =

(
L

3
2

)
≥0
,

where (. . .)≥0 corresponds to the purely differential part of the pseudo-differential operator

(See Appendix A).

As it was discussed above, the entire KdV hierarchy preserves the spectrum of the

operator L. Thus, the k-th equation of the hierarchy is obtained by using the following

commutator

L̇ =

[(
Lk+ 1

2

)
≥0
, L

]
.

1.2.1 Gelfand-Dickey hierarchies

In order to generalize the previous construction to higher order operators, one can consider

the following n-th order differential operator1

L = ∂nφ + Un−2∂
n−2
φ + . . .+ U1∂φ + U0, (1.20)

where the coefficients Un−2, . . . ,U0 are the n− 1 real or complex fields of the theory under

discussion.

The operator (1.20), together with

Pm =
(
L
m
n

)
≥0
,

are called a Lax pair (L,Pm). The isospectral Lax equation then takes the form

L̇ =

[(
L
m
n

)
≥0
, L

]
, (1.21)

defining the equations associated to the Gelfand-Dickey hierarchy. In particular, for the

1More general cases can be found in ref. [38]
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choice of integers (n = 2, m = 3), one recovers the KdV equation.

Boussinesq equation (n = 3, m = 2)

As an example, let us consider the following pair of operators:

L = ∂3
φ + L∂φ +

(
W +

1

2
L′
)
, (1.22)

P2 = ∂2
φ +

2

3
L. (1.23)

Equation (1.21) then implies

L̇ = 2W ′,

Ẇ = −2

3
LL′ − 1

6
L′′′. (1.24)

Combining both equations and eliminating the field W, one finds the following equation

that must be satisfied by L

L̈ = −4

3

(
LL′

)′ − 1

3
L′′′′. (1.25)

This is known as the “Good” Boussinesq equation (see e.g. [33]).

1.2.2 Poisson structures

The Poisson structures of the Hamiltonian formulation presented in sec. 1.1, can be re-

covered by using the Lax operators. Following [38], the first Poisson structure associated

to the n-th order differential operator L in eq. (1.20) is given by the commutator

L̇ = Θ1 (L)∇H = [L,∇H]≥0 , (1.26)
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where ∇H is a pseudo-differential operator defined by2

∇H =

n−2∑
i=0

∂−i−1
φ

δH

δUi
.

The second Poisson structure is given by

L̇ = Θ2 (L)∇H = (L∇H)≥0 L− L (∇H L)≥0 +
1

n

[
∂−1res ([∇H,L]) , L

]
, (1.27)

where res (. . .) means the residue of the operator, i.e., the coefficient of the order ∂−1.

Equations (1.26) and (1.27) can be rewritten in the following form

U̇(k) = O1

δH(k+1)

δU
= O2

δH(k)

δU
, (1.28)

where U denotes the set of fields (Un−2, . . . ,U0) and the operators O1 and O2 are certain

differential (n− 1)× (n− 1) matrix operators.

1.2.3 Modified Gelfand-Dickey hierarchies

The n-th order differential operator in eq. (1.20) can be factorized as

L = (∂φ − Vn−1) (∂φ − Vn−2) · · · (∂φ − V0) , (1.29)

If we compare this expression with (1.20), we find an equation which allow us to write the

field Vn−1 in terms of the remaining (n− 1)-V fields. This can be traced back to the absence

of a term in the order ∂n−1 in eq. (1.20). Now we can write a set of (n− 1)-differential

equations which relate the fields U with the fields V and its spatial derivatives.

Ui = Ui (V0, . . . ,Vn−2) , i = 0, . . . , n− 2. (1.30)

2See Appendix A for some properties of the pseudo-differential operators.
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These equations define the Miura transformation. It was discovered in 1968 by Robert

Miura in the study of the KdV equation [39].

The fields V also satisfy a system of non-linear partial differential equations, known

as modified Gelfand-Dickey equations. These equations are also bi-Hamiltonian, i.e., they

possess two compatible Poisson structures.

In order to obtain the Poisson structures, let us take the time derivative of the Miura

transformation in eq. (1.30)

U̇(k) =

(
∂U
∂V

)
V̇(k) = M V̇(k), (1.31)

where M =
(
∂U
∂V
)

is a (n− 1) × (n− 1)-matrix differential operator called the Fréchet

derivative, whose formal adjoint M † relates the Gelfand-Dickey polynomials of both sys-

tems

δH(k)

δV
= M †

δH(k)

δU
. (1.32)

By means of eqs. (1.28), (1.31) and (1.32) we can obtain the equations of the modified

Gelfand-Dickey hierarchy

V̇(k) = D1

δH(k)

δV
= D2

δH(k−1)

δV
, (1.33)

where D1 and D2 are (n− 1)× (n− 1) matrix differential operators given by

D1 = M−1O2

(
M †
)−1

, (1.34)

D2 = D1M
†O−1

1 MD1. (1.35)

Modified KdV hierarchy

The KdV Lax operator (1.14), rewritten as in eq. (1.29), takes the form

14



L = ∂2
φ + L = (∂φ − J ) (∂φ + J ) .

From here one can read the Miura transformation

L = J ′ − J 2. (1.36)

Besides, the Fréchet derivative and its formal ajdoint are given by

M = ∂φ − 2J ,

M † = −∂φ − 2J .

The modified KdV equation can then be obtained by replacing the Miura transformation

(1.36) in the KdV equation (1.1)

J̇ = −3

2
J 2J ′ + 1

4
J ′′′. (1.37)

Finally, the entire modified KdV hierarchy can be obtained using the recursion relation

and the following two Poisson structures

D1 = −1

2
∂φ, (1.38)

D2 = −2∂φ

(
J ∂−1

φ (J ∂φ)
)

+
1

2
∂3
φ. (1.39)

Remarkably, there is another set of integrable systems called the Gardner hierarchy,

which combines both, the KdV and mKdV hierarchies. The first member of the Gardner

hierarchy is given by

J̇ =
3

4
JJ ′ − 3

4
J 2J ′ + 1

4
J ′′′, (1.40)
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which is known as the Gardner equation.

It is worth mentioning that there is an alternative formulation of the integrable systems

discussed in this chapter, known as the “zero curvature formulation.” In this framework the

Lax pair is described by a two-dimensional connection with vanishing field strength which

is valued on a certain Lie algebra [73]. In the case of the (modified) KdV hierarchy the

corresponding Lie algebra is SL(2,R), while for the case of the N -th (modified) Gelfand-

Dickey hierarchy is SL(N,R).

The zero curvature formulation turns out to be the natural one that allows us to make

contact with gravitational theories. This is widely discussed in the next chapters.
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Chapter 2

Boundary conditions for gravity on

AdS3 and the Gardner hierarchy

In this chapter we elaborate on the deep relationship that exists between integrable systems

and gravitational theories with certain boundary conditions. In particular, we explore the

consequences of extending the “soft hairy” boundary conditions on AdS3 introduced in

refs. [5,40] by choosing the chemical potentials as appropriate local functions of the fields,

and its relation with integrable systems. For this class of boundary conditions, the fall-off

of the metric near infinity differs from the one of Brown and Henneaux. The boundary

conditions have the particular property that, by virtue of the topological nature of three-

dimensional General Relativity, they can also be interpreted as being defined in the near

horizon region of spacetimes with event horizons.

The corresponding integrable system is shown to be the Gardner hierarchy, also known

as the “mixed KdV-mKdV” hierarchy (see e.g. [41]), whose first member is given by 1

J̇ = 3aJJ ′ + 3bJ 2J ′ − 2J ′′′. (2.1)

1Eq. (1.40) is recovered from eq. (2.1) by applying the following rescaling J → −a
b
J , t → −

√
2b b

4a3
t,

φ→
√

2b
a
φ.
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Here, a, b are arbitrary constants. Equation (2.1) has the very special property that

simultaneously combines both, KdV and modified KdV (mKdV) equations. Remarkably,

in spite of the deformations generated by the arbitrary parameters a and b, the integrability

of this equation and of the complete hierarchy associated to it, is maintained. Indeed, when

b = 0 and a 6= 0, eq. (2.1) precisely reduces to the KdV equation, while when a = 0 and

b 6= 0 it coincides with the mKdV equation.

From the point of view of the gravitational theory, there exists a precise choice of

chemical potentials, that extends the boundary conditions in [5, 40], such that Einstein

equations reduce to two (left and right) copies of eq. (2.1). Moreover, the infinite number

of abelian conserved quantities of the Gardner hierarchy are obtained from the asymptotic

symmetries and the canonical generators in General Relativity using the Regge-Teitelboim

approach [42]. These results are generalized to the whole hierarchy, and can also be applied

to the case of vanishing cosmological constant. We also show that if the hierarchy is

“extended backwards” one recovers the soft hairy boundary conditions of refs. [5, 40] as a

particular case.

For a negative cosmological constant, black hole solutions are naturally accommodated

within our boundary conditions. They are described by static configurations associated

to the corresponding member of the Gardner hierarchy. In particular, BTZ black holes

[43,44] correspond to constant values of the left and right fields J±. Static solutions with

nonconstants J± can also be found, describing black holes carrying nontrivial conserved

charges. The thermodynamic properties of the black holes in the ensembles defined by our

boundary conditions are also briefly discussed.
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2.1 Asymptotic behavior of the gravitational field

2.1.1 Chern-Simons formulation of gravity on AdS3

In this section we describe the asymptotic behavior (fall-off) of the gravitational field

without specifying yet what is fixed at the boundary of spacetime, i.e., without imposing

at this step of the analysis a precise boundary condition. For the purpose of simplicity

and clarity in the presentation, we mostly work in the Chern–Simons formulation of three-

dimensional Einstein gravity with a negative cosmological constant [45,46].

The action for General Relativity on AdS3 can be written as a Chern–Simons action

for the gauge group SL(2,R)× SL(2,R)

I = ICS
[
A+
]
− ICS

[
A−
]
,

where

ICS [A] =
κ

4π

∫ 〈
AdA+

2

3
A3

〉
. (2.2)

Here, the gauge connections A± are 1-forms valued on the sl(2,R) algebra, and are related

to the vielbein e and spin connection ω through A± = ω± e`−1. The level in (2.2) is given

by κ = `/4G, where ` is the AdS radius and G is the Newton constant, while the bilinear

form 〈, 〉 is defined by the trace in the fundamental representation of sl(2,R). The sl(2,R)

generators Ln with n = 0,±1, obey the commutation relations [Ln, Lm] = (n−m)Ln+m,

with non-vanishing components of the bilinear form given by 〈L1L−1〉 = −1, and
〈
L2

0

〉
=

1/2.
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2.1.2 Asymptotic form of the gauge field

In order to describe the fall-off of the gauge connection, we closely follow the analysis in

refs. [5, 40]. We will assume that the gauge fields in the asymptotic region take the form

A± = b−1
±
(
d+ a±

)
b±, (2.3)

where b± are gauge group elements depending only on the radial coordinate, and a± =

a±t dt + a±φ dφ correspond to auxiliary connections that only depend on the temporal and

angular coordinates t and φ, respectively [47]. It is worth pointing out that, by virtue

of the lack of local propagating degrees of freedom of three-dimensional Einstein gravity,

all the relevant physical information necessary for the asymptotic analysis is completely

encoded in the auxiliary connections a±, independently of the precise choice of b±. We

will not specify any particular b± until section 2.3, where the metric formulation will be

discussed.

The auxiliary connections a± are chosen to be given by

a± = L0

(
ζ±dt± J ±dφ

)
. (2.4)

Here, a± are diagonal matrices in the fundamental representation of sl(2,R), and by that

reason we say that the connections a± in eq. (2.4) are written in the “diagonal gauge.”

The fields ζ± are defined along the temporal components of a±, and consequently they

correspond to Lagrange multipliers (chemical potentials). On the other hand, J ± belong

to the spatial components of the gauge connections and therefore they are identified as the

dynamical fields.

The field equations are determined by the vanishing of the field strength F± = dA± +

A±2 = 0, and take the form

J̇± = ±ζ ′±. (2.5)
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Note that there are no time derivatives associated to the fields ζ±, which is consistent with

the fact that they are chemical potentials.

It is important to emphasize that, as was pointed out in refs. [5, 40], one can also

interpret the connections in (2.3) and (2.4) as describing the behavior of the fields in a

region near a horizon. Indeed, the reconstructed metric can always be expressed (in a

co-rotating frame) as the direct product of the two-dimensional Rindler metric times S1,

together with appropriate deviations from it. Furthermore, the charges are independent of

the gauge group element b± (r), and consequently they do not depend on the precise value

of the radial coordinate where they are evaluated. In this sense, one can also interpret

the present analysis as describing “near horizon boundary conditions.” This near horizon

interpretation can also be extended to higher spacetime dimensions [48].

2.1.3 Consistency with the action principle and canonical generators

A fundamental requirement that must be guaranteed is the consistency of the asymptotic

form of the gauge connections in eqs. (2.3) and (2.4) with the action principle. In order to

analyze the physical consequences of this requirement, we will use the Regge-Teitelboim

approach [42] in the canonical formulation of Chern–Simons theory.

The canonical action can be written as

Ican
[
A±
]

= − κ

4π

∫
dtd2xεij

〈
A±i Ȧ

±
j −A

±
t F
±
ij

〉
+B±∞,

where B±∞ are boundary terms needed to ensure that the action principle attains an ex-

tremum. Their variations are then given by

δB±∞ = − κ

2π

∫
dtdφ

〈
A±t δA

±
φ

〉
,

so that, when one evaluates them for the asymptotic form of the connections (2.3) and

(2.4) yields

δB±∞ = ∓ κ

4π

∫
dtdφζ±δJ±. (2.6)
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Consistency of the analysis requires that one must be able to “take the delta outside”

in the variation of the boundary terms (2.6), i.e., they must be integrable in the functional

space2. This can only be achieved provided one specifies a precise boundary condition,

which turns out to be equivalent to specify what fields are fixed, i.e., without functional

variation, at the boundary of spacetime. Following ref. [6], a generic possible choice of

boundary conditions is to assume that the chemical potentials ζ± depend on the dynamical

fields J± through

ζ± =
4π

κ

δH±

δJ±
, (2.7)

where H± =
∫
dφH±[J±,J ′±,J±′′, . . . ] are functionals depending locally on the fields J±

and their spatial derivatives. Here we also assume that the left and right sectors are

decoupled. With the particular choice of boundary conditions given by (2.7), the delta in

(2.6) can be immediately taken outside, and consequently the boundary terms necessary

to improve the canonical action take the form

B± = ∓
∫
dtH±.

An immediate consequence of this choice is that the total energy of the system, defined as

the on-shell value of the generator of translations in time, can be directly written in terms

of the “Hamiltonians” H± as

E = H+ +H−. (2.8)

The conserved charges associated to the asymptotic symmetries are also sensitive to

the choice of boundary conditions, but in a more subtle way. The form of the connections

a± in eq. (2.4) is preserved under gauge transformations δa± = dλ±+ [a±, λ±], with gauge

2The requirement of integrability of the boundary terms can relaxed in the presence of ingoing or
outgoing radiation, where their lack of integrability precisely gives the rate of change of the charges in
time [49–51]. In the present case this possibility is not at hand, because General Relativity in 2+1-
dimensions does not have local propagating degrees of freedom.
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parameters λ± given by3

λ± = η±L0,

provided the fields J ± and the chemical potentials ζ± transform as

δJ± = ±η′±, (2.9)

δζ± = η̇±. (2.10)

Following the Regge-Teitelboim approach [42], the variation of the conserved charges

reads

δQ± [η±] = ± κ

4π

∮
dφη±δJ±. (2.11)

Here, the parameters η± are not arbitrary, because now the chemical potentials ζ± depend

on the fields J ± and their spatial derivatives. Hence, one must use the chain rule in the

variation at the left hand-side of eq. (2.10), giving the following first order differential

equations in time for η±

η̇± = ±4π

κ

δ

δJ±

∫
dφ
δH±

δJ±
∂φη±. (2.12)

Generically, these differential equations will depend explicitly on J±, and consequently

finding explicit solutions to them becomes a very hard task. However, this can be achieved

for certain special choices of boundary conditions, which are related to the integrable

hierarchy associated to the Gardner equation. This will be discussed in detail in the next

section.

3Extra terms along L1 and L−1 might also be added, however they are pure gauge.
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2.2 Different choices of boundary conditions in the diagonal

gauge

2.2.1 Soft hairy boundary conditions

A simple choice of boundary conditions corresponds to fix the chemical potentials ζ± at

boundary, such that they are arbitrary functions without variation, i.e., δζ± = 0. This

possibility was analyzed in detail in refs. [5, 40], and it was termed “soft hairy boundary

conditions.” The asymptotic symmetry algebra is then spanned by the generators

Q±soft hairy [η±] = ± κ

4π

∮
dφη±J±,

where, by the consistency with time evolution, the parameters η± are arbitrary functions

without variation (δη± = 0) . The global charges are then characterized by J±, which

obey the following Poisson brackets

{
J± (φ) ,J±

(
φ̄
)}

= ±4π

κ
∂φδ

(
φ− φ̄

)
. (2.13)

The asymptotic symmetry algebra is then given by two copies of û (1) current algebras.

In a co-rotating frame, ζ+ = ζ− = const., the generator of time evolution is identified

with the sum of the left and right zero modes of J±, that commute with all the members of

the algebra. In this sense, one can say that the higher modes describe “soft hair excitations”

in the sense of Hawking, Perry and Strominger [52, 53], because they do not change the

energy of the gravitational configuration. Besides, in this frame, it is possible to find

solutions with non-extremal horizons which are diffeomorphic to BTZ black holes, and

that are endowed with not trivial soft hair charges. These solutions were called “black

flowers”4 [5, 40].

4A different type of black flower solution was found in ref. [54] in the context of new massive gravity
[55,56].
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2.2.2 Gardner equation

A different choice of boundary conditions that makes contact with the Gardner (mixed

KdV-mKdV) equation is ζ± = 3
2aJ±

2 + bJ±3 − 2J ′′±, which according to eq. (2.7) corre-

sponds to use the following Hamiltonians

H±(1) =
κ

4π

∮
dφ

(
1

2
aJ 3
± +

1

4
bJ 4
± + J ′2±

)
. (2.14)

With this particular choice of chemical potentials, Einstein equations (2.5) precisely reduce

to two independent left and right copies of the Gardner equation (2.1), that read

J̇± = ±
(
3aJ±J ′± + 3bJ±2J ′± − 2J ′′′±

)
. (2.15)

Equations (2.12), describing the time evolution of the gauge parameters η±, now take the

form

η̇± = ±
(
3aJ±η′± + 3bJ±2η′± − 2η′′′±

)
, (2.16)

where the explicit dependence on J± is manifest. These equations are linear in η±, and by

virtue of the integrability of the system, it is possible to find their general solutions under

the assumption that they depend locally on J± and their spatial derivatives. Indeed,

the gauge parameters η± obeying eq. (2.16), are expressed as a linear combination of

“generalized Gelfand-Dickey polynomials” R±(n), i.e.,

η± =
4π

κ

∑
n≥0

α±(n)R
±
(n), (2.17)

where α±(n) are arbitrary constants, and the polynomials R±(n) are defined through the

following recursion relation

∂φR
±
(n+1) = DφR±(n), (2.18)

where Dφ is a non–local operator given by
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Dφ := a (∂φJ± + 2J±∂φ) + 2b∂φ

(
J±∂−1

φ (J±∂φ)
)
− 2∂3

φ. (2.19)

The polynomials R±(n) can be expressed as the “gradient” of the Hamiltonians H±(n) of the

integrable system, i.e.,

R±(n) =
δH±(n)

δJ±
. (2.20)

The first generalized Gelfand-Dickey polynomials together with their corresponding Hamil-

tonians are explicitly displayed in appendix B.

If one replaces the general solution of eqs. (2.16), given by (2.17), into the expression

for the variation of the canonical generators (2.11), one can take immediately the delta

outside, and write the conserved charges as

Q± = ±
∑
n≥0

α±(n)H
±
(n), (2.21)

where the Hamiltonians H±(n) are in involution with respect to the Poisson brackets (2.13),

{
H±(n), H

±
(m)

}
= 0.

The presence of the operator Dφ in the recurrence relation for the generalized Gelfand-

Dickey polynomials (2.18), is related to the fact that this integrable system is bi–Hamiltonian.

Consequently, it is possible to define a second Poisson bracket between the dynamical fields

{
J± (φ) ,J±

(
φ̄
)}

2
:= ±4π

κ
Dφδ

(
φ− φ̄

)
, (2.22)

so that the Gardner equations can be written as

J̇± =
{
J±, H±(1)

}
=
{
J±, H±(0)

}
2
,

where the Hamiltonians H±(1) are given by eq. (2.14), while the Hamiltonians H±(0) take the
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form

H±(0) =
κ

4π

∮
dφ

(
1

2
J 2
±

)
. (2.23)

It is worth pointing out that only the first Poisson bracket structure, given by eq.

(2.13), is obtained from the gravitational theory using the Dirac method for constrained

systems. It is not clear how to obtain the second Poisson structure (2.22) directly from

the canonical structure of General Relativity.

As it was discussed in the introduction, the (left/right) Gardner equation in (2.15) has

the special property that when a = 0 and b 6= 0, the equation and its whole integrable

structure, precisely reduce to those of the mKdV integrable system. Conversely, when

b = 0 and a 6= 0, the integrable system reduces to KdV. In this case, the operator Dφ in

(2.19) becomes a local differential operator, and the second Poisson structure associated

to it through eq. (2.22) corresponds to two copies of the Virasoro algebra with left and

right central charges given by c± = 3`/
(
Ga2

)
. Note that these central charges do not

coincide with the ones of Brown and Henneaux. This is not surprising because, as we say

before, this Poisson structure does not come directly from the canonical structure of the

gravitational theory.

The Gardner equation does not have additional symmetries besides the ones generated

by the infinite number of commuting Hamiltonians described above. In particular, it is not

invariant under Galilean boosts unless b = 0 (KdV case). Nevertheless, it is possible to

show that there exists a particular Galilean boost with parameter ω = 3a2/ (4b), together

with a shift in J± given by J± → J± − a/ (2b), such that the Gardner equation reduces

to the mKdV equation. However, the conserved charges are not mapped into each other,

which is a direct consequence of the fact that this transformation does not map the higher

members of the Gardner and mKdV hierarchies.

In the next section we will show how to extend the previous results in order to incor-

porate an arbitrary member of the Gardner hierarchy.
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2.2.3 Extension to the Gardner hierarchy

It is possible to find precise boundary conditions for General Relativity on AdS3, such that

the dynamics of the boundary degrees of freedom are described by the k-th member of the

Gardner hierarchy. This is achieved by choosing the chemical potentials ζ± as follows

ζ± =
4π

κ
R±(k), (2.24)

where R±(k) are the k-th generalized Gelfand-Dickey polynomials. The functionals H± in

eq. (2.7), are identified with the k-th Hamiltonian of the hierarchy defined by eq. (2.20).

The particular case k = 1 corresponds to the one developed in the previous section.

With the boundary condition specified by eq. (2.24), Einstein equations in (2.5) take

the form

J̇± = ±4π

κ
∂φR

±
(k), (2.25)

which coincide with two (left/right) copies of the k-th element of the Gardner hierarchy.

By virtue of the bi-Hamiltonian character of the system, eq. (2.25) can also be written as

J̇± =
{
J±, H±(k)

}
=
{
J±, H±(k−1)

}
2
. (2.26)

The equations that describe the time evolution of the gauge parameters η± take the

form of eq. (2.12), but with H± → H±(k), whose general solution that depends locally on

J± and their spatial derivatives coincides with eq. (2.17). Consequently, the global charges

integrate as (2.21), which as it was discussed in the previous section, commute among them

with both Poisson structures.

Lifshitz scaling.

The members of the Gardner hierarchy are not invariant under Lifshitz scaling. However,

in the particular cases when they belong to KdV or mKdV hierarchies, the anisotropic

scaling, with dynamical exponent z = 2k + 1, is restored.
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Case 1: a = 0 (mKdV)

When a = 0, the k-th member of the hierarchy is invariant under

t→ λzt , φ→ λφ , J± → λ−1J±. (2.27)

Case 2: b = 0 (KdV)

When b = 0, the k-th member of the hierarchy is invariant under

t→ λzt , φ→ λφ , J± → λ−2J±. (2.28)

Note that the dynamical exponent is the same in both cases, but the fields J± scale in

different ways.

Extending the hierarchy backwards.

The first nonlinear members of the Gardner hierarchy correspond to the case k = 1, and

are given by eq. (2.15). However, if one uses the Hamiltonians H±(0) defined in eq. (2.23)

together with the first Poisson bracket structure (2.13), one obtains a linear equation

describing left and right chiral movers

J̇± = ±J ′±,

which can be considered as the member with k = 0 of the hierarchy.

From the point of view of the gravitational theory, it is useful to extend the hierarchy an

additional step backwards by using the recursion relation (2.18) in the opposite direction.

Hence, one obtains a new Hamiltonian for each copy of the form

H±(−1) =
κ

4π

∮
dφ
(
a−1J±

)
. (2.29)

These Hamiltonians can only be defined when a 6= 0, and their corresponding generalized

Gelfand-Dickey polynomials R±(−1) = κ/ (4πa) can be used as a seed that generates the
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whole hierarchy through the recursion relation.

Using the HamiltoniansH±(−1) in (2.29), together with the first Poisson bracket structure

(2.13), the soft hairy boundary conditions of refs. [5, 40], reviewed in section 2.2.1, are

recovered in a co-rotating frame. In this case, the chemical potentials ζ± are constants and

given by

ζ± =
4π

κ
R±(−1) = a−1,

while the equations of motion become J̇± = 0. In this sense, one can consider the soft

hairy boundary conditions as being part of the hierarchy, and besides as the first member

of it.

2.3 Metric formulation

In this section, we provide a metric description of the results previously obtained in the

context of the Chern–Simons formulation of General Relativity on AdS3. As was discussed

in sec. 2.1.2, the boundary conditions that describe the Gardner hierarchy can be inter-

preted as being defined either at infinity or in the near horizon region. We will analyze

these two possible interpretations in the metric formalism following the lines of ref. [40].

2.3.1 Asymptotic behavior

The spacetime metric can be directly reconstructed from the Chern–Simons fields (2.3),

(2.4), provided a particular gauge group element b± (r) is specified. In order to describe

the metric in the asymptotic region, it is useful to choose

b± (r) = exp

[
±1

2
log

(
2r

`

)
(L1 − L−1)

]
.

The expansion of the metric for r →∞ then reads
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gtt = −ζ+ζ−r
2 +

`2

4

(
ζ2

+ + ζ2
−
)

+O
(
r−1
)
,

gtr = O
(
r−2
)
,

gtφ = (ζ+J− − ζ−J+)
r2

2
+
`2

4
(ζ+J+ − ζ−J−) +O

(
r−1
)
, (2.30)

grr =
`2

r2
+O

(
r−5
)
,

grφ = O
(
r−2
)
,

gφφ = J+J−r2 +
`2

4

(
J 2

+ + J 2
−
)

+O
(
r−1
)
.

As it was explained in sec. 2.2.3, in order to implement the boundary conditions

associated to the Gardner hierarchy we must choose the chemical potentials ζ± according

to eq. (2.24), i.e.,

ζ± =
4π

κ
R±(k).

The differential equations associated to the (left/right) k-th element of the hierarchy are

precisely recovered if one imposes that the metric in eq. (2.30) obeys Einstein equations

with a negative cosmological constant in the asymptotic region of spacetime.

The fall-off in (2.30) is preserved under the asymptotic symmetries generated by the

following Killing vectors

ξt =
η+J− + η−J+

ζ+J− + ζ−J+
+O

(
1

r3

)
,

ξr = O
(

1

r2

)
, (2.31)

ξφ =
η+ζ− − η−ζ+

ζ+J− + ζ−J+
+O

(
1

r3

)
.

The conserved charges can be directly computed using the Regge-Teitelboim approach [42],

and as expected coincide with the expression in eq. (2.11) obtained using the Chern–Simons
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formulation.

Note that the boundary metric

ds̄2 = r2
(
−ζ+ζ−dt

2 + (ζ+J− − ζ−J+) dtdφ+ J+J−dφ2
)
,

explicitly depends on the dynamical fields J± and consequently it is not fixed at the

boundary of spacetime, i.e., it has a nontrivial functional variation.

2.3.2 Near horizon behavior

Following ref. [40], the metric in the near horizon region can be reconstructed using

b± (r) = exp
(
± r

2`
(L1 − L−1)

)
,

and considering an expansion around r = 0. The metric then reads

gtt =
`2

4
(ζ+ − ζ−)2 − ζ+ζ−r

2 +O
(
r3
)
,

gtr = O
(
r2
)
,

gtφ =
`2

4
(J+ + J−) (ζ+ − ζ−) + (ζ+J− − ζ−J+)

r2

2
+O

(
r3
)
, (2.32)

grr = 1 +O
(
r2
)
,

grφ = O
(
r2
)
,

gφφ =
`2

4
(J+ + J−)2 + J+J−r2 +O

(
r3
)
.

Again, the chemical potentials ζ± are expressed in terms of the generalized Gelfand-Dickey

polynomials according to eq. (2.24)5.

The behavior of the metric near the horizon is preserved under the action of the fol-

lowing Killing vectors

5Note that with our choice of boundary conditions it is not possible to write the metric (2.32) in a
co-rotating frame (ζ+ = ζ− = const.), because ζ± have a very precise dependence on the fields J±, and
generically cannot be set to be equal to constants.
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ξt =
η+J− + η−J+

ζ+J− + ζ−J+
+O

(
r3
)
,

ξr = O
(
r3
)
, (2.33)

ξφ =
η+ζ− − η−ζ+

ζ+J− + ζ−J+
+O

(
r3
)
.

The conserved charges can be obtained using the Regge-Teitelboim approach, and evalu-

ating them at r = 0. The results coincide with eq. (2.11), as expected.

2.3.3 General solution

In ref. [5, 40], it was shown that it is possible to construct the general solution of Einstein

equations obeying the fall-off described in (2.30). It is given by

ds2 = dr2 + `2

4 cosh2 (r/`) [(ζ+ − ζ−) dt+ (J+ + J−) dφ]2

− `2

4 sinh2 (r/`) [(ζ+ + ζ−) dt+ (J+ − J−) dφ]2 ,
(2.34)

and satisfies Einstein equations provided that J± obey the differential equations associated

to the k-th member of the hierarchy when ζ± is fixed according to eq. (2.24). In the

near horizon region, this solution also obeys the fall-off in (2.32). Note that the metric

(2.34) is diffeomorphic to a BTZ geometry, but as we will show in the next section, it

carries nontrivial charges associated to improper (large) gauge transformations [57], and

consequently describes a different physical state.

It is worth emphasizing that there is a one-to-one map between three–dimensional

geometries described by eq. (2.34), and solutions of the members of the Gardner hierarchy.

In this sense, we can say that this integrable system was “fully geometrized” in terms of

certain three–dimensional spacetimes which are locally of constant curvature.
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2.4 Black holes

2.4.1 Regularity conditions and thermodynamics

Euclidean black holes solutions are obtained by requiring regularity of the Euclidean ge-

ometries associated to the family of metrics in (2.34). This fixes the inverse of left and

right temperatures β± = T−1
± in terms of the fields ζ± according to

β± =
2π

ζ±
. (2.35)

These conditions can also be obtained by requiring that the holonomy around the thermal

cycle for the gauge connections (2.4) be trivial.

A direct consequence of eq. (2.35) is that the chemical potentials ζ± are now constants,

and hence from the field equations (2.5), the regular Euclidean solutions are characterized

by J̇± = 0, i.e., by static solutions of the members of the Gardner hierarchy. In sum, in

order to obtain an explicit black hole solution, the following equations must be solved

∂φR
±
(k) = 0, (2.36)

restricted to the conditions

T± =
2

κ
R±(k). (2.37)

The Bekenstein–Hawking entropy can be directly obtained from the near horizon ex-

pansion (2.32), and gives

S =
A

4G
=
κ

2

∮
dφ (J+ + J−) . (2.38)

As expected, the first law is automatically fulfilled. Indeed, using (2.37) one obtains

β+δH
+
(k) + β−δH

−
(k) =

∮
dφ
(
β+R

+
(k)δJ+ + β−R

−
(k)δJ−

)
= δ

[
κ

2

∮
dφ (J+ + J−)

]
= δS.
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Here, β± turn out to be the conjugates to the left and right energies H±(k). The inverse

temperature, conjugate to the energy E in eq. (2.8), is expressed in terms of the left and

right temperatures according to T−1 = 1
2

(
T−1

+ + T−1
−
)
.

The previous analysis was performed in a rather abstract form without using an explicit

solution to eq. (2.36), which in general are very hard to find. A simple solution corresponds

to J± = const., which describes a BTZ configuration. In this case the Hamiltonians take

the form

H±(k) =
2k+2∑
n=k+2

α±nJ n± ,

where α±n are constant coefficients which are not specified in general, but whose values can

be determined once the corresponding Hamiltonians are explicitly computed through the

recursion relation for the generalized Gelfand-Dickey polynomials.

Some simplifications occur when we turn off either a or b (mKdV and KdV cases), that

we discuss next.

2.4.2 mKdV case (a = 0)

When a = 0, the metric associated to the black hole solution with J± = const. can be

written as

ds2 = dr2 + `2

4 cosh2 (r/`)

[
4π2

(
πκ

2σ(k)(k+1)

)2k+1 (
J 2k+1

+ − J 2k+1
−

)
dt+ (J+ + J−) dφ

]2

− `2

4 sinh2 (r/`)

[
4π2

(
πκ

2σ(k)(k+1)

)2k+1 (
J 2k+1

+ + J 2k+1
−

)
dt+ (J+ − J−) dφ

]2

,

(2.39)

where the constant σ(k), given by

σ(k) :=

(
πκ

2k + 2

) k+1

k+1
2

( √
π

κ2k−2bk
Γ (k + 2)

Γ
(
k + 1

2

)) 1
2k+1

,
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will play the role of the anisotropic Stefan–Boltzmann constant of the system. The metric

can be written in Schwarzschild–like coordinates using the following coordinate transfor-

mation

r =
`

2
log

4

√(
r̄2 − `2

4 (J+ − J−)2
)(

r̄2 − `2

4 (J+ + J−)2
)
− `2

(
J 2

+ + J 2
−
)

+ 4r̄2

2`2J+J−

 .

(2.40)

It coincides with the metric of a BTZ black hole in a rotating frame, with outer and inner

horizons located at r̄± = `
2 (J+ ± J−).

With the choice a = 0, the expression for the left and right energies written in terms

of the constants J± becomes simpler than the one in the general case. Indeed, it can be

written in a closed form as

H±(k) = σ−z(k)

(
πκ

(z + 1)
J±
)z+1

, (2.41)

where z = 2k + 1 is the dynamical exponent of the Lifshitz scale symmetry (2.27) of the

k-th element of the mKdV hierarchy.

Using eqs. (2.37) and (2.41), the left and right energies H±(k) can be expressed in terms

of the left and right temperatures T±, acquiring the form dictated by the Stefan–Boltzmann

law for a two–dimensional system with anisotropic Lifshitz scaling [58]

H±(k) = σ(k)T
1+ 1

z
± .

The Bekenstein–Hawking entropy, given by eq. (2.38), can be expressed in terms of the

left and right energies H±(k) as follows

S = (1 + z)σ
z

1+z

(k)

((
H+

(k)

) 1
z+1

+
(
H−(k)

) 1
z+1

)
. (2.42)

Note that the dependence of the entropy in terms of the left/right energies is consistent
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with the Lifshitz scaling of the k–th element of the mKdV hierarchy.

Power partitions and microstate counting

The dependence of the entropy in terms of the left/right energies in eq. (2.42) might be

understood from a microscopic point of view if, following [32], we assume that there exists

a two–dimensional field theory with Lifshitz scaling, defined on a circle, whose dispersion

relation for very high energies takes the form

E±n = ε±(z)n
z, (2.43)

where n is a non–negative integer, and ε±(z) denote the characteristic energy of the left/right

modes. The problem of computing the entropy in the microcanonical ensemble is then

equivalent to compute the power partitions of given integers N± = E±/ε±(z). Here E± are

the left/right energies given by

E± = ε±(z)

∑
i

nzi .

This problem was solved long ago by Hardy and Ramanujan in [59], where at the end of

their paper they conjecture that the asymptotic growth of power partitions is given by

pz (N±) ≈ exp

(1 + z)

(
Γ
(
1 + 1

z

)
ζ
(
1 + 1

z

)
z

) z
1+z

N
1

1+z
±

 ,
result that was proven later by Wright in 1934 [60].

The (left/right) entropies then reads

S± = log [pz (N±)] = (1 + z)

(
Γ
(
1 + 1

z

)
ζ
(
1 + 1

z

)
z

) z
1+z
(
E±

ε±(z)

) 1
1+z

. (2.44)

This expression precisely coincides with the entropy of the black hole in eq. (2.42), provided

E± = H±(k), and

ε±(z) =

(
Γ
(
1 + 1

z

)
ζ
(
1 + 1

z

)
σ(k)z

)z
.
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Note that AdS spacetime is not contained within the spectrum of our boundary con-

ditions, and consequently one can naively think that the anisotropic extension of Cardy

formula of refs. [6, 58] cannot be used to reproduce the entropy of the black hole (2.42).

However, there is a known case [58], where the anisotropic extension of Cardy formula can

still be used in spite of the fact that ground state, given by a gravitational soliton, does

not fit within the boundary conditions that accommodate the Lifshitz black hole. This

approach is based on the use of an anisotropic extension of modular invariance that relates

the Euclidean black hole and its corresponding soliton, which turn out to be diffeomorphic.

It would be interesting to explore in the future whether this approach could be applied to

the BTZ black holes in the context of our boundary conditions.

2.4.3 KdV case (b = 0)

When b = 0, the metric associated to the black hole solution with J± = const. takes the

form

ds2 = dr2 + `2

4 cosh2 (r/`)

[
4π2

(
πκ

σ̄(k)(k+2)

)k+1 (
J k+1

+ − J k+1
−

)
dt+ (J+ + J−) dφ

]2

− `2

4 sinh2 (r/`)

[
4π2

(
πκ

σ̄(k)(k+2)

)k+1 (
J k+1

+ + J k+1
−

)
dt+ (J+ − J−) dφ

]2

,

(2.45)

where

σ̄(k) =

(
πκ

k + 2

) k+2
k+1

( √
π

κ (2a)k
Γ (k + 3)

Γ
(
k + 3

2

)) 1
k+1

.

Using the change of coordinates (2.40), the metric (2.45) can be written in Schwarzschild–

like form, and coincides with the one of a BTZ black hole with outer and inner horizons

located at r̄± = `
2 (J+ ± J−).

The left and right energies H±(k) can then be expressed in terms of the constants J±
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according to

H±(k) = σ̄
− z+1

2

(k)

(
2πκ

z + 3
J±
) z+3

2

, (2.46)

where z = 2k + 1 is the dynamical exponent associated to the Lifshitz symmetry (2.28) of

the k-th member of the KdV hierarchy.

The expression for the left/right energies H±(k) in terms of the left/right temperatures

T±, is then given by

H±(k) = σ̄(k)T
z+3
z+1
± .

In spite of the fact that the k-th equation of the KdV hierarchy is invariant under Lifshitz

scaling with dynamical exponent z, the power in the temperature is not the one expected

for a two–dimensional theory with this symmetry. Furthermore, this is inherited to the

expression for the entropy written in terms of the left/right energies H±(k)

S =

(
z + 3

2

)
σ̄
z+1
z+3

(k)

((
H+

(k)

) 2
z+3

+
(
H−(k)

) 2
z+3

)
,

which is not of the expected form (2.44).

Remarkably, if instead of the Hamiltonians H±(k), one uses the Hamiltonians H±(2k), this

naive incompatibility with the Lifshitz symmetry disappears. Indeed, the relation between

H±(2k) and the left/right temperatures takes the form

H±(2k) = σ̄(2k)T
1+ 1

z
± ,

while the expression for the entropy in terms of the extensive quantities H±(2k) reads

S = (1 + z) σ̄
z

1+z

(2k)

((
H+

(2k)

) 1
z+1

+
(
H−(2k)

) 1
z+1

)
.

The entropy then takes the expected Hardy–Ramanujan form (2.44), with the characteristic
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energy of the dispersion relation given by

ε±(z) =

(
Γ
(
1 + 1

z

)
ζ
(
1 + 1

z

)
σ̄(2k)z

)z
.

Black hole with nonconstants J±

In the particular case when b = 0 and k = 1, it is possible to find explicit nonconstants

solutions to eq. (2.36) that characterize a regular Euclidean black hole. These are static

solutions of the left/right KdV equations, which take the form of periodic cnoidal waves.

The solutions are then given by

J± = −8K2 (m±)

3aπ2

(
1− 2m± + 3m±cn2

(
K (m±)

π
φ|m±

))
, (2.47)

where m± are constants in the range 0 ≤ m± < 1, cn denotes the Jacobi elliptic cosine

function, and K (m) is the complete elliptic integral of the first kind defined as

K(m) =

∫ π
2

0

dθ√
1−m sin2 θ

. (2.48)

The regularity conditions (2.37) fix the left and right temperatures T± in terms of the

constant m± according to

T± =
16
(
m2
± −m± + 1

)
3π5a (m± − 1)2 K

(
m±

m± − 1

)4

.
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Chapter 3

Boundary conditions for higher

spin gravity on AdS3 and the

modified Gelfand-Dickey hierarchy

Here we discuss the generalization of the results described in the previous chapter to

spin-N gravity. In this case, the corresponding set of integrable systems is given by the

N -th modified Gelfand-Dickey hierarchy, which for N = 2 reduces to the modified KdV

hierarchy, while for N = 3 yields the modified Boussinesq hierarchy. Indeed, in ref. [64]

a connection between spin-3 gravity and a “Boussinesq equation in the light-cone” was

pointed out. In refs. [65, 66], some particular boundary conditions for higher spin gravity

with gauge group SL(N,R)×SL(N,R) were associated to a generalized KdV hierarchy that

includes the Boussinesq equation. On the other hand, in ref. [6] a very precise link with the

Boussinesq hierarchy was described for spin-3 gravity, as well as for its extension including

fields with arbitrary higher spins. The analysis was based on boundary conditions defined

in the highest weight gauge with a particular choice of chemical potentials, generalizing
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the results obtained for the KdV hierarchy in pure gravity.

The Boussinesq equation (1.25) was first introduced by Joseph Boussinesq in 1872 in

the context of the study of the propagation of one-dimensional long waves in shallow wa-

ter moving in both directions [68]. Long after, in 1974, it was realized that the equation

was integrable, and that belongs to a hierarchy of differential equations [69]. Most of

the important properties of the Boussinesq equation, including its infinite set of commut-

ing conserved charges, can be easily derived when a potential equation, called “modified

Boussinesq” (mBoussinesq), is introduced (see e.g [70]). Both equations are then related

by an appropriate generalization of the Miura transformation (1.30) [71–73].

In this chapter we show that the asymptotic dynamics of spin-3 gravity on AdS3 en-

dowed with a special class of boundary conditions, is precisely described by the members

of the mBoussinesq hierarchy. In this framework, the gauge fields are defined in the “di-

agonal gauge,” where the excitations go along the generators of the Cartan subalgebra of

sl(3,R) ⊕ sl(3,R) [67]. The link with the integrable system is then obtained by choosing

the chemical potentials as precise functionals of the dynamical fields, in a way consistent

with the action principle. Hence, the entire integrable structure of the mBoussinesq hier-

archy, i.e., the phase space, the fundamental Poisson brackets given by two independent

û (1) current algebras, and the infinite set of Hamiltonians in involution, are obtained from

the asymptotic structure of the higher spin theory in the bulk. Furthermore, the relation

with the Boussinesq hierarchy previously found in ref. [6] is inherited from our analysis

once the asymptotic conditions are re-expressed in the highest weight gauge along the lines

of ref. [67]. Thus, the Miura map is recovered from a purely geometric construction in

the higher spin theory. Black hole solutions that fit within our boundary conditions, the

Hamiltonian reduction at the boundary, and the generalization to higher spin gravity with

gauge group SL(N,R)× SL(N,R) are also discussed.
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3.1 Review of the modified Boussinesq hierarchy

The mBoussinesq equation is the first member of the mBoussinesq hierarchy and is given

by the following set of differential equations

J̇ = λ1J ′ − λ2

(
2 (JU)′ + U ′′

)
,

U̇ = λ1U ′ + λ2

(
U2′ − J 2′ + J ′′

)
. (3.1)

Here dots and primes denote derivatives with respect to the time t and the angle φ re-

spectively, and λ1, λ2 are arbitrary constants associated to the two different flows of the

hierarchy [72]. The case with λ1 = 0 and λ2 = 1 is known as the mBoussinesq equation,

while the case with λ1 = 1 and λ2 = 0 describes two independent chiral fields.

As was described in chapter 1, the dynamics of the above equations may be described

using the Hamiltonian formalism. If the Poisson brackets of two arbitrary functional F

and G is given by

{F,G} =
4π

κ̂

∫
dφ

(
δF

δJ
∂φ
δG

δJ
+
δF

δU
∂φ
δG

δU

)
, (3.2)

together with the Hamiltonian

H(1) =
κ̂

4π

∫
dφ

{
λ1

2

(
J 2 + U2

)
+ λ2

(
1

3
U3 − J 2U − JU ′

)}
, (3.3)

then eq. (3.1) can be rewritten as

J̇ =
{
J , H(1)

}
, U̇ =

{
U , H(1)

}
.

Note that the arbitrary constant κ̂ does not appear in the differential equations (3.1),

however it is useful to introduce it in (3.2) and (3.3) for later convenience.
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Alternatively, if we define the operator

D :=
4π

κ̂

 ∂φ 0

0 ∂φ

 , (3.4)

the equations in (3.1) can be re-written in vector form as follows

 J̇
U̇

 = D

 δH(1)

δJ
δH(1)

δU

 .

The operator D in (3.4) defines the symplectic structure in eq. (3.2).

It is worth to emphasize that one of the key points in the relation of this integrable

system with higher spin gravity comes from the fact that, according to eq. (3.2), the

fundamental Poisson brackets are described by two independent û (1) current algebras

{
J (φ) ,J

(
φ′
)}

=
4π

κ̂
∂φδ

(
φ− φ′

)
,{

U (φ) ,U
(
φ′
)}

=
4π

κ̂
∂φδ

(
φ− φ′

)
. (3.5)

As we will show below, once appropriate boundary conditions are imposed, this Poisson

bracket algebra is obtained from the Dirac brackets in the higher spin theory.

The integrability of (3.1) and the existence of a hierarchy of equations, rely on the fact

that this system is actually bi-Hamiltonian. Indeed, there exists an alternative symplectic

structure characterized by the non-local operator given from the eq. (1.35)

D(2) = DM †OMD. (3.6)

Here,
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M =

 J + ∂φ U

−2JU − 1
2U∂φ −

3
2U
′ U2 − J 2 − 1

2J
′ − 3

2J ∂φ −
1
2∂

2
φ

 , (3.7)

and M † is the formal adjoint of M (see e.g. [74]). The operator O corresponds to the

inverse of the first Poisson structure associated to the Boussinesq hierarchy and is given

by

O =
2κ̂

π

 0 ∂−1
φ

∂−1
φ 0

 .

Consequently, the Poisson bracket of two arbitrary functionals F and G associated with

the operator D(2) is

{F,G}2 =

∫
dφ

(
δF
δJ

δF
δU

)
D(2)

 δG
δJ

δG
δU

 . (3.8)

The explicit components of D(2) are exhibited in appendix C.

The modified Boussinesq equations (3.1) can then be recovered using the Poisson

bracket (3.8), together with the Hamiltonian1

H(0) =
κ̂

4π

∫
dφ (λ1J + λ2U) .

This system possess an infinite number of conserved charges in involution that can be

constructed from the recursion relation (1.31)

R(n+1) = D−1D(2)R(n), (3.9)

where

R(n) =

 δH(n)

δJ
δH(n)

δU

 , (3.10)

1The coefficients λ1 and λ2 in eq. (3.1) are determined by the integration constants obtained by the
action of D(2). In the case of higher members of the hierarchy, the subsequent integration constants may
be consistently set to zero as they contribute nothing new (see e.g [72]).
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are the Gelfand-Dickey polynomials associated to the hierarchy. The conserved quanti-

ties H(n), with n being a nonnegative integer, are generically decomposed into two flows

proportional to the constants λ1 and λ2 respectively

H(n) =
2∑
I=1

λIH
I
(n). (3.11)

Then one can prove that the HI
(k) are in involution with both Poisson brackets, i.e.,

{
HI

(n), H
J
(m)

}
=
{
HI

(n), H
J
(m)

}
2

= 0.

Furthermore, if we one uses the conserved quantities HI
(k) as new Hamiltonians, it is then

possible to define a hierarchy of integrable equations labelled by the nonnegative integer k

of the form

J̇ =
{
J , H(k)

}
=
{
J , H(k−1)

}
2
,

U̇ =
{
U , H(k)

}
=
{
U , H(k−1)

}
2
. (3.12)

The equations associated to each flow, labelled by the index I = 1, 2, have different

scaling properties. Under a Lifshitz scaling transformation with dynamical exponent z

t→ εzt , φ→ εφ , J → ε−1J , U → ε−1U ,

the flow with I = 1 is invariant for z = 3k − 2, while the flow with I = 2 is invariant for

z = 3k − 1.

As explained above, the mBoussinesq equation is a “potential equation” for the Boussi-

nesq one. Indeed, if U and J obey the mBoussinesq equation, then the fields L and W

defined by the Miura transformation as
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L =
1

2
J 2 +

1

2
U2 + J ′,

W =
1

3
U3 − J 2U − 1

2
UJ ′ − 3

2
JU ′ − 1

2
U ′′, (3.13)

obey the Boussinesq equation given by2

L̇ = 2W ′,

Ẇ = 2L2′ − 1

2
L′′′. (3.14)

Combining both equations and eliminating the field W, one finds that the field L must

satisfy the “Good” Boussinesq equation.

The entire Boussinesq hierarchy, including the infinite set of charges in involution, is

obtained from the mBoussinesq one by using the Miura transformation (see appendix E for

more details on the Boussinesq hierarchy). It is worth noting that the Miura transformation

(3.13) coincides the twisted Sugawara construction of the stress tensor and a spin-3 current

in terms of two independent U (1) currents in a two-dimensional CFT. Hence, using the

Poisson brackets (3.5) and the Miura map (3.13), one can show that the (first) Poisson

brackets for L and W are precisely given by the classical W3 algebra.

2Eqs. (1.24) are recovered from eqs. (3.14) by applying the following rescaling L → − 1
2
L,W → −

√
3

2
W,

t→ 1√
3
t.
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3.2 Modified Boussinesq hierarchy from spin-3 gravity on

AdS3

3.2.1 Chern-Simons formulation of spin-3 gravity on AdS3

Higher spin gravity in 3D has the very special property that, in contrast with their higher

dimensional counterparts [75–77], its spectrum can be consistently truncated to a finite

number of higher spin fields [61, 62, 78, 79]. One of the simplest cases corresponds to a

spin-two field non-minimally coupled to a spin-three field, that may be described by a

Chern-Simons action for the gauge group SL (3,R)× SL (3,R),

I = ICS
[
A+
]
− ICS

[
A−
]
, (3.15)

where

ICS [A] =
κ3

4π

∫
M

tr

(
AdA+

2

3
A3

)
. (3.16)

Here, the level is given by κ3 = κ/4 = l/16G, where l and G correspond to the AdS radius

and the three-dimensional Newton constant respectively, and the trace is in the fundamen-

tal representation of the sl (3,R) algebra in the principal embedding (see appendix F). The

field equations are then given by the vanishing of the field strength

F± = dA± +A±2 = 0. (3.17)

The metric and the spin-three field are reconstructed in terms of a generalized dreibein

e := l
2 (A+ −A−) according to

gµν =
1

2
tr (eµeν) , ϕµνρ =

1

3!
tr
(
e(µ eνeρ)

)
.
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3.2.2 Asymptotic behavior of the fields. Diagonal gauge

Following refs. [47, 78, 79], it is convenient to perform the analysis of the asymptotic sym-

metries of spin-three gravity in terms of an auxiliary connection depending only on t and

φ. For simplicity, and without loss of generality, hereafter we will consider only the “plus

copy,” and hence the superscript “+” will be omitted. The gauge field A is then written

as

A = b−1 (d+ a) b, (3.18)

where a = atdt+ aφdφ is the auxiliary connection, and b = b (r) is a gauge group element

which captures the whole the radial dependence of the gauge connection. The asymptotic

analysis will be insensitive to the precise form of b (r).

We will consider asymptotic conditions in the “diagonal gauge,” i.e., where all the

permissible excitations in the auxiliary connection go along the generators of the Cartan

subalgebra of sl (3,R) [67]. Then, it takes the form

a = (J dφ+ ζdt)L0 +

√
3

2
(Udφ+ ζUdt)W0. (3.19)

The fields J and U belong to the spatial components of the auxiliary connection, and hence

they are identified as the dynamical fields. On the other hand, ζ and ζU are defined along

the temporal components, and therefore they correspond to the boundary values of the

Lagrange multipliers. In ref. [67] the same asymptotic form for the auxiliary connection

was used, with the replacement J(3) →
√

3
2 U and ζ(3) →

√
3

2 ζU . However, the boundary

conditions will be different. In [67] it was assumed that ζ and ζ(3) are kept fixed at the

boundary, while here, as we will show in the next subsection, they will acquire a precise

functional dependence on the dynamical fields J , U and their spatial derivatives.
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3.2.3 Boundary conditions for spin-3 gravity and the modified Boussi-

nesq hierarchy

A fundamental requirement in the study of the asymptotic structure of spacetime is that

the boundary conditions must be compatible with the action principle. In the canonical

formalism one has to add an appropriate boundary term B∞ to the canonical action in

order to guarantee that the action principle attains an extremum [42]

Ican [A] = − κ

16π

∫
dtd2xεij

〈
AiȦj −AtFij

〉
+B∞. (3.20)

Following [67], for the action (3.20) and the asymptotic conditions (3.18), (3.19), the

variation of the boundary term is given by

δB∞ = − κ

4π

∫
dtdφ (ζδJ + ζUδU) . (3.21)

In the absence of ingoing or outgoing radiation, as is the case in three-dimensional higher

spin gravity, the boundary term B∞ has to be integrable in a functional sense, i.e., one

must be able to “take the delta outside” in (3.21). The precise way in which ζ and ζU

are fixed at the boundary is what defines the boundary conditions. Thus, following [6], in

order to make contact with the Boussinesq hierarchy in a way consistent with the action

principle, we choose the Lagrange multipliers as

ζ =
4π

κ

δH(k)

δJ
, ζU =

4π

κ

δH(k)

δU
, (3.22)

where H(k) is the Hamiltonian associated to the k-th element of the mBoussinesq hierarchy.

With this choice, the boundary term can be readily integrated, and yields

B∞ = −
∫
dtH(k). (3.23)
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Thus, the Hamiltonian of the gravitational theory in the reduced phase space precisely

matches the one of the integrable system.

On the other hand, the field equations in the higher spin theory given by the vanishing

of the field strength become

J̇ = ζ ′ , U̇ = ζ ′U , (3.24)

which, by virtue of (3.22), precisely coincide with the differential equations associated to

the k-th element of the mBoussinesq hierarchy in eq. (3.12), provided the constant κ̂ in eqs.

(3.2) and (3.3) is assumed to depend on the cosmological and Newton constants according

to κ̂ = κ. Then,

 J̇
U̇

 = D

 δH(k)

δJ
δH(k)

δU

 =

 {
J , H(k)

}
{
U , H(k)

}
 . (3.25)

3.2.4 Asymptotic symmetries and conserved charges

The asymptotic symmetries are determined by set of gauge transformations that preserve

the asymptotic form of the gauge connection, with non-vanishing associated charges. The

form of the the auxiliary connection in eq. (3.19) is preserved by gauge transformations

δa = dλ+ [a, λ], with parameter

λ = ηL0 +

√
3

2
ηUW0.

There could be some additional terms in the non-diagonal components of the gauge pa-

rameter λ, but they are pure gauge in the sense that there are no generators associated to

them, so they can be consistently set to zero.

The preservation of the angular components of the auxiliary connection gives the trans-
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formation law of the dynamical fields

δJ = η′ , δU = η′U , (3.26)

while that the preservation of the temporal components provides the transformation law

of the Lagrange multipliers

δζ = η̇ , δζU = η̇U . (3.27)

The variation of the conserved charges can be computed using the Regge-Teitelboim

method [42], and they are given by the following surface integral

δQ [η, ηU ] =
κ

4π

∫
dφ (ηδJ + ηUδU) . (3.28)

The Dirac brackets of the dynamical fields J and U induced by the asymptotic condi-

tions may be obtained from the relation δYQ [X] = {Q [X] , Q [Y ]}, and is given by two

independent û (1) current algebras

{
J (φ) ,J

(
φ′
)}?

=
4π

κ
∂φδ

(
φ− φ′

)
,{

U (φ) ,U
(
φ′
)}?

=
4π

κ
∂φδ

(
φ− φ′

)
, (3.29)

expression that coincides with the first Poisson bracket of the mBoussinesq hierarchy given

by eq. (3.5). Furthermore, the infinite set of commuting charges of the hierarchy is obtained

from the surface integral (3.28) as follows: if we take into account that due to eq. (3.22) the

Lagrange multipliers are field dependent, then the consistency with their transformation

law (3.27) implies the following differential equation that must be obeyed by η and ηU
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 η̇ (t, θ)

η̇U (t, θ)

 =

∫
dφ

 δ2H(k)

δJ (t,θ)δJ (t,φ)

δ2H(k)

δU(t,θ)δJ (t,φ)

δ2H(k)

δJ (t,θ)δU(t,φ)

δ2H(k)

δU(t,θ)δU(t,φ)

D
 η

ηU

 .

By virtue of the integrability of the system, the most general solution of this equation,

under the assumption that η and ηU depend locally on J , U and their spatial derivatives,

is given by

 η

ηU

 =
4π

κ

∞∑
n=0

α(n)

 δH(n)

δJ
δH(n)

δU

 , (3.30)

where the α(n) are arbitrary constants. Therefore, replacing the solution (3.30) in (3.28)

one can integrate the charge in the functional sense (taking the delta outside), obtaining

Q =
∞∑
n=0

α(n)H(n).

Thus, the conserved charges in the higher spin theory are precisely given by a linear combi-

nation of the Hamiltonians of the mBoussinesq hierarchy. Indeed, using the transformation

law (3.26), one can show the Hamiltonians HI
(n) are in involution with respect to the Dirac

bracket (3.29)

{
HI

(m), H
J
(n)

}?
= 0,

as expected.

In sum, all the relevant properties of the integrable mBoussinesq hierarchy described in

section 3.1 are derived from spin-3 gravity endowed with the boundary conditions defined

in eqs. (3.18), (3.19) and (3.22). Thus, the reduced phase space of spin-3 gravity and its

boundary dynamics are equivalent to the ones of the mBoussinesq hierarchy. In particular,

this provides an explicit one-to-one map between solutions of the integrable system at the

boundary and solutions of the higher spin gravity theory in the bulk.
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3.2.5 Highest weight gauge, Miura map and the Boussinesq hierarchy

Asymptotic conditions for spin-3 gravity on AdS3 in the highest weight gauge were first

given in refs. [78, 79], where it was shown that the asymptotic symmetries are spanned

by two copies of the classical W3 algebra with the Brown-Henneaux central charge. In

what follows we consider the generalization introduced in refs. [12, 13], where the most

general form of the Lagrange multipliers at, compatible with the W3 symmetry, is allowed.

This generalization has the important property that it accommodates black holes carrying

non-trivial higher spin charges.

In this subsection we show that, with a particular gauge transformation, the auxiliary

connection in the diagonal gauge (3.19) can be mapped to an auxiliary connection in

the highest weight gauge, such that the Miura transformation in eq. (3.13), that relates

the mBoussinesq with the Boussinesq hierarchies, is recovered from a purely geometric

construction in the higher spin theory. The analysis is very close to the one in ref. [67], with

the main difference that now the Lagrange multipliers ζ and ζU depend on the dynamical

fields according to eq. (3.22).

The angular components of the auxiliary connection in the highest weight gauge â is

assumed to be of the form

âϕ = L1 −
1

2
LL−1 −

1

4
√

3
WW−2. (3.31)

Following [12,13], the most general form of ât which is compatible with the field equations

is

ât = µL1 −
√

3

2
νW2 − µ′L0 +

√
3

2
ν ′W1 +

1

2

(
µ′′ − µL − 2Wν

)
L−1

−
√

3

48

(
4Wµ− 7L′ν ′ − 2νL′′ − 8Lν ′′ + 6L2ν + ν ′′′′

)
W−2

−
√

3

4

(
ν ′′ − 2Lν

)
W0 +

√
3

12

(
ν ′′′ − 2νL′ − 5Lν ′

)
W−1 . (3.32)
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It is possible to find a gauge group element g = g(1)g(2), such that the auxiliary connection

in the diagonal gauge a is mapped to the auxiliary connection in the highest weight gauge

â, by a gauge transformation of the form â = g−1 (d+ a) g, with

g(1) = exp [xL1 + yW1 + zW2] ,

g(2) = exp
[
−1

2JL−1 −
√

3
6 UW−1 +

√
3

12

(
JU + 1

2U
′)W−2

]
.

Here, the functions x, y, z are restricted to obey the following differential equations

x′ = 1 + xJ +
√

3y U ,

y′ = yJ +
√

3xU ,

z′ = −1
2y + 2z J .

The fields L and W are then related to the fields J and U precisely by the Miura trans-

formation (3.13)

L =
1

2
J 2 +

1

2
U2 + J ′,

W =
1

3
U3 − J 2U − 1

2
UJ ′ − 3

2
JU ′ − 1

2
U ′′. (3.33)

The Lagrange multipliers in the highest weight gauge, given by µ and ν, are related to the

variables in the diagonal gauge through the following equations

ζ = J µ− µ′ − 2

(
JU +

1

2
U ′
)
ν +

1

2
Uν ′,

ζU = Uµ−
(
J 2 − U2 − J ′

)
ν +

3

2
J ν ′ − 1

2
ν ′′. (3.34)

The complete Boussinesq hierarchy is then obtained from the mBoussinesq one by virtue

of the relations (3.33) and (3.34). Indeed, from (3.34), one can prove that the chemical

potentials in the highest weight gauge take the form
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µ =
4π

κ

δHBsq
(k)

δL
, ν =

4π

κ

δHBsq
(k)

δW
,

where HBsq
(k) corresponds the k-th Hamiltonian of the Boussinesq hierarchy (see appendix

E for more details on the Boussinesq hierarchy). For example, for the first member given

by k = 1, one has

HBsq
(1) =

κ

4π

∫
dφ (λ1L+ λ2W) ,

and hence the chemical potentials in the highest weight gauge become

µ = λ1, ν = λ2.

In the particular case with λ1 = 1 and λ2 = 0 (first flow), the equations of motion are

given by two chiral movers, and the asymptotic conditions in eqs. (3.31), (3.32) reduce to

the ones in refs. [78,79] but written in terms of the composite fields L and W according to

(3.13). On the other hand, for the second flow with λ1 = 0 and λ2 = 1, the field equation

in the bulk become equivalent to the Boussinesq equation in (3.14), in agreement with the

result found in ref. [6].

3.3 Higher spin Black holes

The line element is no longer gauge invariant in higher spin gravity, since it generically

changes under the action of a higher spin gauge transformation. Therefore, the spacetime

geometry and the causal structure cannot be directly used to define black holes. In refs.

[80,81], a new notion of higher spin black hole was introduced in the Euclidean formulation

of the theory, by requiring trivial holonomies for the gauge connection around a thermal

cycle C, i.e.,

HC = Pe
∫
C a
±

= 1. (3.35)
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Here we have restored the ± superscript to denote the plus/minus copy of the gauge field.

If we assume that the Euclidean time is in the range 0 ≤ tE < 1 then, for time-independent

configurations in (3.19), the regularity condition (3.35) imposes the following restrictions

on ζ± and ζ±U

ζ± = π (2n+m) , ζ±U =
√

3πm, (3.36)

with m and n being integers. Static configurations that obey (3.36) are regular Euclidean

solutions and consequently we call them “black holes.”

According to ref. [67], the entropy takes the form

S =
κ

4

∫
dφ
(

(2n+m)
(
J + + J −

)
+
√

3m
(
U+ + U−

))
, (3.37)

which, by virtue of (3.22), (3.36) and (3.11), obeys the following first law

δS =

2∑
I=1

(
λ+
I δH

I+
(k) + λ−I δH

I−
(k)

)
,

where HI±
(k) are the left/right k-th Hamiltonian of the mBoussinesq hierarchy associated

to the flows labelled by I = 1, 2. Note that the constants λ±I correspond to the chemical

potentials conjugate to the extensive quantities HI±
(k) .

When the integers n and m acquire the values n = 1, m = 0, we obtain a branch which

is connected with the pure gravitational sector and the BTZ black hole. In that case, the

entropy acquires the simple expression

S =
κ

2

∫
dφ
(
J + + J −

)
. (3.38)

As was pointed out in [67], for constants J ± and U±, the entropy for this branch

acquires the expected form found in [12,13] for a higher spin black hole, once it is written

in terms of the charges of the W -algebra.

In sum, black holes that fit within our boundary conditions in eqs. (3.19) and (3.22)
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are identified with static solutions of the k-th element of the mBoussinesq hierarchy. It is

worth noting that it is of fundamental importance to consider both flows to admit generic

black hole configurations without restricting the possible space of solutions. To illustrate

some of their properties, we will study the particular cases with k = 0, 1, 2 in the branch

connected with the BTZ black hole. For simplicity we consider only the plus copy.

Case with k = 0. The general solution of the field equations (3.24) that obeys (3.36)

is given by two arbitrary functions of φ, i.e., J = J (φ) and U = U (φ). This case

corresponds to the “higher spin black flower” described in ref. [67], carrying an infinite set

of û (1) soft hairy charges. The particular configuration with constant J and vanishing U

in the branch with n = 1, m = 0, corresponds to the BTZ black hole embedded within

this set of boundary conditions.

Case with k = 1. The choice of boundary conditions (3.22), together with the regularity

conditions, imply the following differential equations

λ1J − λ2

(
U ′ + 2JU

)
= 2π,

λ1U + λ2

(
J ′ − J 2 + U2

)
= 0. (3.39)

These equations relate the chemical potentials λ1 and λ2 with the fields J and U . In

particular, for constants J and U we obtain

λ1 =
2π
(
J 2 − U2

)
J (J 2 − 3U2)

, λ2 =
2πU

J (J 2 − 3U2)
. (3.40)

The regularity conditions for the BTZ solution in the pure gravity sector is recovered when

U = 0, as expected. On the other hand, the configurations with J
(
J 2 − 3U2

)
= 0 possess

non-trivial holonomies along the thermal cycle. Hence, one might identify them with

extremal configurations, along the lines of ref. [82] (see also [83]). Indeed, when U± = 0,

solutions with vanishing J + or J − correspond to extremal BTZ black holes.

58



Case with k = 2. For constants J and U , the regularity conditions (3.36) fix the

chemical potentials λI according to

λ1 =
3πU

(
15J 4 − 10J 2U2 + 7U4

)
2J (9J 8 − 72J 6U2 + 210J 4U4 − 224J 2U6 − 3U8)

,

λ2 =
3π
(
3J 4 + 6J 2U2 − 5U4

)
2J (9J 8 − 72J 6U2 + 210J 4U4 − 224J 2U6 − 3U8)

. (3.41)

When U = 0, the auxiliary connection (3.19) reduces to the one that describes the BTZ

geometry [5]. However, in contrast to the case with k = 1, the chemical potential λ1

associated to the first flow now vanishes, and hence, the information of the BTZ black hole

is completely encoded in the second flow.

Note that for the cases with k = 1 and k = 2 described above, it is of fundamental

importance to take into account both flows to have black holes characterized by two inde-

pendent constants J ± and U± for each copy. If one of the chemical potentials λ±1 or λ±2 is

set to zero, then eqs. (3.40) and (3.41) would imply non-trivial restrictions in the values

of J ± and U±, truncating in this way the spectrum of allowed black hole configurations.

3.4 Hamiltonian reduction and boundary dynamics

In this section we will discuss the Hamiltonian reduction and the boundary dynamics of the

Chern-Simons action that describes spin-3 gravity endowed with the boundary conditions

associated to the mBoussinesq hierarchy. In the case of pure gravity with Brown-Henneaux

asymptotic conditions, the boundary dynamics is described by two left and right chiral

bosons which, by virtue of a Bäcklund transformation, turn out to be equivalent to a

Liouville theory [47,84]. The analysis was done by performing a Hamiltonian reduction of

the Wess-Zumino-Witten (WZW) theory at the boundary [85–88].

Here we follow an approach similar to the one proposed in ref. [89] for KdV-type

boundary conditions in pure gravity, where instead of passing through the WZW theory,
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the boundary conditions are implemented directly in the Hamiltonian action.

Let us consider the Hamiltonian action with the appropriate boundary term in eq.

(3.20). The constraints Fij = 0 are locally solved by expressing the spatial components of

the gauge connection in terms of a group element G as Ai = G−1∂iG, provided that there

are no holes in the spatial section. After replacing the solution of the constraints into the

action (3.20), the following decomposition is obtained

Ican [A] = I1 + I2 +B∞, (3.42)

where

I1 =
κ

16π

∫
dtdrdφεij

〈
∂t
(
G−1

)
∂iGG

−1∂jG
〉
, (3.43)

I2 = − κ

16π

∫
dφdt

〈
∂tG∂φ

(
G−1

)〉
. (3.44)

The Wess-Zumino term I1 reduces to a boundary term that vanishes provided the group

element is decomposed asG = g (t, φ) b (r) near the boundary (see appendix G for a detailed

proof). Here b (r) is the group element that depends on the radial coordinate in eq. (3.18),

while g (t, φ) is such that the auxiliary connection a in (3.19) is written as ai = g−1∂ig.

With this decomposition the term I2 becomes

I2 = − κ

16π

∫
dφdt

〈
ġ∂φg

−1
〉
. (3.45)

Since the auxiliary connection in (3.19) is a diagonal matrix, we can write the group element

g as follows

g = exp

[√
8π

κ
ϕL0 +

√
6π

κ
ψW0

]
, (3.46)

where ϕ and ψ are functions that depend only on t and φ. In what follows we will assume
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that these fields are periodic in the angle, and consequently possible contributions coming

from non-trivial holonomies around φ are not considered in this analysis.

Consistency with the asymptotic form of the auxiliary connection (3.19) then implies

J =

√
8π

κ
ϕ′ , U =

√
8π

κ
ψ′. (3.47)

Replacing (3.46) in (3.45) we find

I2 =

∫
dφdt

(
ϕ′ϕ̇+ ψ′ψ̇

)
. (3.48)

Thus, if we use the expression (3.23) for the boundary term B∞, we finally obtain the

following reduced action at the boundary

I(k) =

∫
dt

[∫
dφ
(
ϕ′ϕ̇+ ψ′ψ̇

)
−H(k)

]
. (3.49)

This action describes the dynamics of the fields ϕ and ψ, whose interactions are described

by the k-th Hamiltonian of the mBoussinesq hierarchy. The members of the mBoussinesq

hierarchy are then recovered from the equations of motion derived from the action (3.49),

provided we identify the fields according to (3.47). In this sense, the field equations coming

from (3.49) define “potential equations” for the ones of the mBoussinesq hierarchy.

The action (3.49) is invariant under the following transformations

δϕ =

√
κ

8π
η + f (t) , δψ =

√
κ

8π
ηU + fU (t) ,

where the parameter η and ηU , given by (3.30), are associated to the infinite charges in

involution of the integrable system. Indeed, all the Hamiltonians of the hierarchy may be

obtained by a direct application of Noether theorem. On the other hand, the arbitrary

61



functions of the time f (t) and fU (t) define gauge symmetries of (3.49) that allow to gauge

away the zero modes of these fields.

Furthermore, the action (3.49) has an additional Lifschitz scaling symmetry in the

particular case when only one of the two flows is considered. For the first flow, with λ1 = 1

and λ2 = 0, the dynamical exponent is z = 3k − 2, while for the second flow, with λ1 = 0

and λ2 = 1, is z = 3k − 1, as expected from the invariance properties of the mBoussinesq

hierarchy described in section 3.1. For the I-th flow of the k-th element of the hierarchy,

the generators of the Lifshitz algebra are given by

H = HI
(k) , P = H1

(1) , D = − κ

4π

∫
dφ

(
1

2
φ
(
J 2 + U2

))
− ztHI

(k).

Here, H is the generators of translations in time, P of translations in space, and D of

anisotropic dilatations. Using the the Dirac brackets (3.29) it is straightforward to show

that they close in the Lifshitz algebra

{P,H}? = 0, {D,P}? = P, {D,H}? = zH,

where z is the dynamical exponent associated to the corresponding flow.

Let us consider as an example the case with k = 1. The action then takes the following

form

I(1) =

∫
dφdt

[
ϕ′ϕ̇+ ψ′ψ̇ − λ1

(
ϕ′2 + ψ′2

)
+ 2λ2

(
ϕ′ψ′′ +

√
8π

κ

(
ϕ′2ψ′ − 1

3
ψ′3
))]

.

For the flow with λ1 = 1 and λ2 = 0 we recover the Floreanini-Jackiw action for two free

chiral bosons [90]. On the other hand, for the flow with λ1 = 0 and λ2 = 1, the action

contains non-trivial interacting term and is invariant under Lifshitz transformations with

dynamical exponent z = 2, as expected.
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3.5 Generalized Gibbs ensemble

The existence of an infinite number of commuting charges in the mBoussinesq hierarchy

opens the possibility of study more general thermodynamic ensembles that generically

might include all possible charges. They are called “Generalized Gibbs Ensemble” (GGE).

In the case of a two-dimensional conformal field theory, a GGE is constructed with the

infinite set of charges in involution of the KdV hierarchy, which are obtained as composite

operators in terms of the stress tensor [14–16] (see refs. [6, 17–29] for recent results on

GGE).

In our context, the Hamiltonians of the mBoussinesq hierarchy can be used to construct

the GGE of a two-dimensional CFT with spin-3 currents. As discussed in subsection 3.2.5,

the Miura transformation (3.13) maps the Hamiltonians of the mBoussinesq hierarchy into

the Hamiltonians of the Boussinesq one, which depend on the stress tensor L and the

spin-3 currentW. These Hamiltonians belong to the enveloping algebra of the W3-algebra,

and consequently define an infinite set of commuting charges that are composite operators

in terms of L and W. In this sense, the relation between the mBoussinesq hierarchy and

spin-3 gravity discussed in this article, provides a natural holographic bulk dual description

of this type of GGE.

This may be implemented as follows. Instead of considering one particular H(k) as the

Hamiltonian of the dynamical system, we deal with a linear combination of them, i.e.,

HGGE =

∞∑
n=1

2∑
I=1

γn

(
λIH

I
(n)

)
. (3.50)

If we want to interpret this general Hamiltonian as the one of a CFT2 given by H1
(1),

deformed by (multitrace) deformations that include spin-3 currents, then we must identify

the inverse (right) temperature as β+ = T−1
+ = α1λ1, and the additional chemical potentials

as µn,I := T+αnλI . However, this is not the only possibility. Any HI
(k) could be considered

as the “undeformed Hamiltonian,” allowing new branches that generically change the phase
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structure of the theory [91].

Black holes are described by static configurations of the dynamical system with Hamil-

tonian (3.50). The regularity condition (3.36) then takes the form

∞∑
n=1

2∑
I=1

γnλI
δHI

(n)

δJ
=
κ

2
,

∞∑
n=1

2∑
I=1

γnλI
δHI

(n)

δU
= 0.

These equations guarantee that the Euclidean action principle attains an extremum, and

hence they fully characterize the thermodynamics of the GGE.

On the other hand, the boundary dynamics obtained by the Hamiltonian reduction

is easily generalized to the case when the Hamiltonian is given by (3.50). Indeed, the

boundary action now becomes

IGGE =

∫
dt

[∫
dφ
(
ϕ′ϕ̇+ ψ′ψ̇

)
−HGGE

]
. (3.51)

spin-N gravity and modified Gelfand-Dickey hierarchies

3.6 Higher spin gravity with gauge group SL (N,R)×SL (N,R)

and modified Gelfand-Dickey hierarchies

Our results can be generalized to the case of three-dimensional higher spin gravity with

gauge group SL (N,R) × SL (N,R), where the corresponding integrable systems are the

called “modified Generalized KdV hierarchies,” or “modified Gelfand-Dickey (mGD) hier-

archies” (see e.g. chapter 4 of ref. [92]). The link with higher spin gravity is based on the

zero curvature formulation of these integrable systems [73].

Let us consider asymptotic conditions for spin-N gravity described by the following

auxiliary gauge connection valued on the sl (N,R) algebra

a = (J dφ+ ζdt)L0 +

N∑
s=3

σs

(
U (s)dφ+ ζ

(s)
U dt

)
W0, (3.52)
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with σs given by

σs =

(
(2s− 1)! (2s− 2)!

48(s− 1)!4
1∏s−1

i=2 (N2 − i2)

) 1
2

.

The Chern-Simons action takes the same form as in (3.16), but replacing κ3 → κN =

3l/(2N(N2 − 1)G). Hence, the variation of the boundary term of the canonical Chern-

Simons action becomes

δB∞ = − κ

4π

∫
dtdφ

(
ζδJ +

N∑
s=3

ζ
(s)
U δU (s)

)
. (3.53)

To make contact with the mGD hierarchies, we choose the Lagrange multipliers as follows

ζ =
4π

κ

δHmGD
(k,N)

δJ
, ζ

(s)
U =

4π

κ

δHmGD
(k,N)

δU (s)
, (3.54)

where HmGD
(k,N) corresponds to the k-th Hamiltonian of the N -th hierarchy [73]. With this

choice of boundary conditions, the boundary term of the canonical Chern-Simons action

integrates as

B∞ = −
∫
dtH(k,N).

As expected, the Hamiltonian of the higher spin theory coincides with one of the hierarchy.

The Dirac brackets are described by N − 1 û (1) current algebras

{
J (φ) ,J

(
φ′
)}?

=
4π

κ
∂φδ

(
φ− φ′

)
,{

U (s) (φ) ,U (s′)
(
φ′
)}?

=
4π

κ
∂φδ

(
φ− φ′

)
δs,s

′
, (3.55)

matching the first Poisson structure of the mGD hierarchies. Moreover, their members

are obtained from the equations of motion of the higher spin theory with the boundary

conditions (3.52), (3.54), and are given by

J̇ =
4π

κ
∂φ

(
δHmGD

(k,N)

δJ

)
, U̇ (s) =

4π

κ
∂φ

(
δHmGD

(k,N)

δU (s)

)
.
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The mGD hierarchies are related to the called “Generalized KdV hierarchies,” or

“Gelfand-Dickey (GD) hierarchies” by an appropriate generalization of the Miura trans-

formation. One of the two Poisson brackets of the GD hierarchies is described by the

WN -algebra, whose generators are composite in terms of the û (1) currents of the mGD

hierarchies. Hence, according to the Hamiltonian reduction in [73], the generalized Miura

transformation should emerge geometrically from our boundary conditions once they are

expressed in the highest weight gauge, as in the case for N = 3 described in subsection

3.2.5. Note that since generically the expression for the stress tensor of the WN -algebra

in terms of û (1) currents is the one of a twisted Sugawara construction, there is a partic-

ular flow in which the currents are chiral. This case precisely corresponds to one of the

proposals in ref. [9], for describing gravitational duals of averaged CFT’s on the Narain

lattice [93,94] (see [95] for an alternative proposal for a possible gravitational dual).

66



Conclusions

In this thesis, a new set of boundary conditions for pure gravity on AdS3 was proposed,

with the very special property that the boundary dynamics of the gravitational theory is

described by an integrable hierarchy of differential equations called the Gardner hierarchy

[8]. These boundary conditions can be easily described using the diagonal gauge in the

Chern-Simons formulation of General Relativity, and are closely related with the soft hairy

ones in ref. [5]. The main difference is that now the chemical potentials are chosen to

depend on the dynamical fields in very precise way, instead of being fixed at infinity.

This different choice of chemical potentials produces a drastic change in the boundary

dynamics of the theory, and therefore, the whole integrable structure of the hierarchy

can be recovered from the gravitational theory, including its infinite number of conserved

charges in involution. Black hole solutions which fit within these boundary conditions were

also found, and they were shown to be described by static configurations associated to the

corresponding member of the Gardner hierarchy.

These results generalize the previous ones presented in ref. [6] along new directions,

reinforcing the deep relationship between three-dimensional gravity with certain special

boundary conditions and two-dimensional integrable systems. Indeed, as it was shown in

ref. [35] and explained in detail in chapter 3, it is also possible to further extend these

results to the case of higher spin gravity on AdS3 with gauge group SL (N,R)×SL (N,R),

where the corresponding integrable system is now given by the modified Gelfand-Dickey

hierarchy.
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Remarkably, this construction allows to establish a one-to-one map between three-

dimensional (higher-spin) geometries that solve the bulk gravitational field equations, and

solutions of the corresponding two-dimensional integrable system. Our results open the

possibility of studying certain problems in black hole physics by virtue of the powerful tools

of integrable systems. Conversely, different phenomena in the two-dimensional integrable

system could be understood in terms of (higher-spin) geometry, that can be seen as a

kind of geometrization of the integrable system. In summary, this new link between three-

dimensional gravitational theories in the bulk and two-dimensional integrable systems on

the boundary provides a new kind of duality between these two seemingly different physical

systems. This field of research is still in an early stage, and one would expect that it should

be possible to provide new insights into some of the open problems in (higher-spin) gravity,

as well as in integrable systems.
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Appendix A

Operator P in KdV Lax pair

The operator P can be obtained directly from the square root of the operator L in eq.

(1.14). Let us propose the following ansatz

L
1
2 = ∂φ + f0 + f1∂

−1
φ + f2∂

−2
φ + . . . , (A.1)

which is a pseudo-differential operator, where ∂−1
φ stands for an operator that satisfies

∂φ∂
−1
φ = ∂−1

φ ∂φ = 1,

and the general Leibniz rule

∂−1
φ h = h∂−1

φ − h
′∂−2
φ + h′′∂−3

φ − . . . .

The coefficients fn in eq. (A.1) are functions depending on the field L and its spatial

derivatives. They can be obtained recursively through the condition

L = L
1
2 · L

1
2 = ∂2

φ + 2f0∂φ +
(
f2

0 + 2f1 + f ′0
)

+
(
f ′1 + 2f0f1 + 2f2

)
∂−1
φ + . . .
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where L is defined in eq. (1.14), so that we obtain

L
1
2 = ∂φ + L∂−1

φ −
1

2
L′∂−2

φ + . . . (A.2)

where the lower orders in eq. (A.2) are needed in order to calculate the odd powers of this

root operator. The first one is given by

L
3
2 = L

1
2 · L = ∂3

φ + 3L∂φ +
3

2
L′ +

(
3

2
L2 +

1

4
L′′
)
∂−1
φ + (. . .) ∂−2

φ + . . . , (A.3)

Finally, the operator P is defined from eq. (A.3) as

P =
(
L

3
2

)
≥0

= ∂3
φ +

3

2
L∂φ +

3

4
L′,

where (. . .)≥0 correspond to the purely differential part of the pseudo-differential operator.
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Appendix B

Gelfand-Dickey polynomials and

Hamiltonians of the Gardner

hierarchy

In this appendix, we explicitly display the first HamiltoniansH(k) associated to the Gardner

integrable system, as well as their corresponding generalized Gelfand-Dickey polynomials

R(k). The first Hamiltonians H(k) are given by

4π

κ̂
H(−1) =

∫
dφ
(
a−1J

)
,

4π

κ̂
H(0) =

∫
dφ

(
1

2
J 2

)
,

4π

κ̂
H(1) =

∫
dφ

(
1

2
aJ 3 +

1

4
bJ 4 + J ′2

)
, (B.1)

4π

κ̂
H(2) =

∫
dφ

(
5

8
a2J 4 − 5

2
aJ 2J ′′ + 1

4
b2J 6 − 5

3
bJ 3J ′′ + 3

4
abJ 5 + 2J ′′2

)
,

4π

κ̂
H(3) =

∫
dφ

(
7

8
a3J 5 − 35

6
a2J 3J ′′ + 7aJ 2J ′′′′ + 5

16
b3J 8 +

35

2
b2J ′2J 4

+
7

3
b
(
2J 3J ′′′′ + J ′4

)
+

7

4
a2bJ 6 +

5

4
ab2J 7 + 35abJ ′2J 3 − 4JJ ′′′′′′

)
.
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Note that the Hamiltonians of the Gardner hierarchy cannot be written as the sum of the

Hamiltonians of KdV (b = 0) and mKdV (a = 0), because there are cross terms. The case

H(−1), that it is obtained by extending the hierarchy backwards, is special because contains

a−1, and consequently it cannot be defined in the mKdV hierarchy.

The generalized Gelfand-Dickey polynomials R(k) are obtained using eq. (2.20), and

take the form

4π

κ̂
R(−1) =

1

a
,

4π

κ̂
R(0) = J ,

4π

κ̂
R(1) =

(
3

2
aJ 2 + bJ 3 − 2J ′′

)
,

4π

κ̂
R(2) =

(
5

2
a2J 3 − 5a

(
J ′2 + 2JJ ′′

)
+

3

2
b2J 5 (B.2)

−10b
(
JJ ′2 + J 2J ′′

)
+

15

4
abJ 4 + 4J ′′′′

)
,

4π

κ̂
R(3) =

(
35

8
a3J 4 − 35a2

(
JJ ′2 + J 2J ′′

)
+ 7a

(
4JJ ′′′′ + 6J ′′2 + 8J ′J ′′′

)
+

5

2
b3J 7 + 7b

(
4J 2J ′′′′ + 12JJ ′′2 + 16JJ ′J ′′′ + 20J ′2J ′′

)
− 8J ′′′′′′

−35b2
(
J 4J ′′ + 2J 3J ′2

)
+

21

2
a2bJ 5 +

35

4
ab2J 6 − 35ab

(
2J 3J ′′ + 3J 2J ′2

))
.
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Appendix C

Second Hamiltonian structure of

the modified Boussinesq hierarchy

The second Hamiltonian structure of the mBoussinesq hierarchy is defined by the operator

D(2) in (3.6), whose explicit components are given by

κ̂

4π
D11

(2) = −4
(

2
(
U ′′ + 2 (JU)′

)
∂−1
φ

(
J ∂φ + ∂2

φ

)
+ J ′∂−1

φ

((
4JU + 3U ′

)
∂φ + U∂2

φ

)
+
(
8J 2U − 5UJ ′ − 3U ′′

)
∂φ − 3U ′∂2

φ − 2U∂3
φ

)
,

κ̂

4π
D12

(2) = −4
(

2
(
U ′′ + 2 (JU)′

)
∂−1
φ (U∂φ) + J ′∂−1

φ

((
2J 2 − 2U2 + J ′

)
∂φ + 3J ∂2

φ + ∂3
φ

)
+
(
2J 3 + 2JU2 + 2U2′ − 3JJ ′ − J ′′

)
∂φ +

(
J 2 + U2 − 4J ′

)
∂2
φ − 2J ∂3

φ − ∂4
φ

)
,

κ̂

4π
D21

(2) = −4
(

2
(
J 2′ − U2′ − J ′′

)
∂−1
φ

(
J ∂φ + ∂2

φ

)
+ U ′∂−1

φ

((
4JU + 3U ′

)
∂φ + U∂2

φ

)
+
(
2J 3 + 2JU2 − 4J 2′ + 3UU ′ + J ′′

)
∂φ −

(
3J ′ + J 2 + U2

)
∂2
φ − 2J ∂3

φ + ∂4
φ

)
,

κ̂

4π
D22

(2) = −4
(
−2
(
J ′′ + U2′ − J 2′) ∂−1

φ (U∂φ) + U ′∂−1
φ

((
2J 2 − 2U2 + J ′

)
∂φ + 3J ∂2

φ + ∂3
φ

)
+
(
−4U3 + 4J 2U − 3JU ′ − 4J ′U + U ′′

)
∂φ + 2U ′∂2

φ + 2U∂3
φ

)
.
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Appendix D

Gelfand-Dickey polynomials and

Hamiltonians of the modified

Boussinesq hierarchy

In this appendix we exhibit the first Gelfand-Dickey polynomials and Hamiltonians of the

mBoussinesq hierarchy.

The Gelfand-Dickey polynomials can be explicitly constructed using the recurrence

relation (3.9). The first of them are given by

4π

κ̂
R

(0)
J = λ1,

4π

κ̂
R

(1)
J = λ1J − λ2

(
U ′ + 2JU

)
,

4π

κ̂
R

(2)
J = 4λ1

(
−4J 3U − 4

3
JU3 − 2J 2U ′ − 2U2U ′ + 2J ′U ′ + 2J ′′U + 2JU ′′

+U ′′′
)

+ 4λ2

(
J 5 + 10J 3U2 − 5

3
JU4 − 5JJ ′2 + 5J 2U2′ − 10

12
U4′

−5J ′U2′ + 5JU ′2 − 5J 2J ′′ − 5J ′′U2 − 5J ′J ′′ + 5U ′U ′′ + J ′′′′
)
,
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4π

κ̂
R

(0)
U = λ2,

4π

κ̂
R

(1)
U = λ1U + λ2

(
J ′ − J 2 + U2

)
,

4π

κ̂
R

(2)
U = 4λ1

(
−J 4 − 2J 2U2 +

5

3
U4 +

2

3
J 3′ + 2U2J ′ + J ′2 − U ′2 + 2JJ ′′

−2UU ′′ − J ′′′
)

+ 4λ2

(
5J 4U − 10

3
J 2U3 +

7

3
U5 − 10

3
J 3′U +

10

3
J ′U3

+5UJ ′2 − 5J 2′U ′ − 5UU ′2 + 5J ′′U ′ − 5J 2U ′′ − 5U2U ′′ + 5J ′U ′′ + U ′′′′
)
.

The corresponding Hamiltonians can then be obtained using eq. (3.10). Thus,

4π

κ̂
H(0) =

∫
dφ (λ1J + λ2U) ,

4π

κ̂
H(1) =

∫
dφ

{
λ1

2

(
J 2 + U2

)
+ λ2

(
1

3
U3 − J 2U − JU ′

)}
,

4π

κ̂
H(2) =

∫
dφ

{
4λ1

3

(
U5 − 3J 4U − 2J 2U3 − 3J ′2U − 2J 3U ′ − 2JU3′

+3J 2U ′′ − 3

2
U2U ′′ + 3JU ′′′

)
+

2λ2

3

(
J 6 + 15J 4U2 − 5J 2U4 +

7

3
U6

+15J 2J ′2 + 15U2J ′2 + 10J 3U2′ − 5JU4′ + 15J 2U ′2 + 15U2U ′2

−10JJ ′J ′′ + 30JU ′U ′′ + 3JJ ′′′′ + 3UU ′′′′
)}
.
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Appendix E

Boussinesq hierarchy

The Boussinesq hierarchy is an integrable bi-Hamiltonian system which possesses two dif-

ferent Poisson brackets defined by the following operators

DBsq
(1) =

π

2κ̂

 0 ∂φ

∂φ 0

 , (E.1)

DBsq
(2) =

4π

κ̂

2L∂φ + L′ − ∂3
φ 3W∂φ + 2W ′

3W∂φ +W ′ −1
2L
′′′ + 2L2′ − 9

4

(
L′′ − 16

9 L
2
)
∂φ − 15

4 L
′∂2
φ −

5
2L∂

3
φ + 1

4∂
5
φ

 .

The Poisson bracket associated to the operator DBsq
(2) is given by the classical W3-algebra.

The infinite Hamiltonians in involution can be obtained using the following recursion

relation

DBsq
(1)

 RL

RW


(k+1)

= DBsq
(2)

 RL

RW


(k)

.

Here the corresponding Gelfand-Dickey polynomials are defined through

 RL

RW


(k)

=

 δHBsq
(k)

δL
δHBsq

(k)

δW

 ,
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where the first Hamiltonian is given by

HBsq
(1) =

κ̂

4π

∫
dφ (λ1L+ λ2W) .

Therefore, the members of the hierarchy can be written as follows

 L̇

Ẇ


(k)

= DBsq
(1)

 RL

RW


(k+1)

= DBsq
(2)

 RL

RW


(k)

. (E.2)

As explained in section 3.1, the Boussinesq and the mBoussinesq hierarchies are related

by the Miura transformation (3.13), that can be rewritten in the following vector form

 L

W

 = F [J ,U ] ,

for a functional F defined through (3.13). Taking the derivative with respect to the time

one obtains

 L̇

Ẇ

 = M

 J̇
U̇

 , (E.3)

where M = M [J ,U ] correspond to the Fréchet derivative of F with respect to J and

U [74], and is precisely given by the matrix M in (3.7), i.e.,

M =

 J + ∂φ U

−2JU − 1
2U∂φ −

3
2U
′ U2 − J 2 − 1

2J
′ − 3

2J ∂φ −
1
2∂

2
φ

 .

If one takes into account its formal adjoint

M † =

 J − ∂φ −2JU + 1
2U∂φ − U

′

U U2 − J 2 + J ′ + 3
2J ∂φ −

1
2∂

2
φ

 ,

the Gelfand-Dickey polynomials of both hierarchies are then related by

77



 RJ

RU

 = M †

 RL

RW

 . (E.4)

Taking into account eqs. (E.3), (3.25) and (E.4) we can write

 L̇

Ẇ


(k)

= MD

 RJ

RU


(k)

= MDM †

 RL

RW


(k)

= DBsq
(2)

 RL

RW


(k)

,

which imply that the second Poisson structure for the Boussinesq hierarchy can be ex-

pressed in terms of the first Poisson structure of the mBoussinesq hierarchy according

to

DBsq
(2) = MDM †.
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Appendix F

Fundamental representation of the

principal embedding of sl(2,R)

within sl(N,R)

In the principal embedding of the sl(2,R) algebra within the sl(N,R) algebra the gen-

erators can be written in the basis
{
Li,W

(s)
m

}
, with i = −1, 0, 1, s = 3, 4, . . . and

m = −s + 1, . . . , s − 1. In the fundamental representation of sl(N,R), the generators

may be represented by the following N ×N matrices

(L1)jk = −
√
j (N − j)δj+1,k,

(L−1)jk =
√
k (N − k)δj,k+1,

(L0)jk =
1

2
(N + 1− 2j) δj,k,

W (s)
m = 2 (−1)s−m−1 (s+m− 1)!

(2s− 2)!

[
L−1,

[
L−1, · · ·

[
L−1, (L1)s−1

]
· · ·
]]

︸ ︷︷ ︸
s−m−1 terms

,

= 2 (−1)s−m−1 (s+m− 1)!

(2s− 2)!

(
adL−1

)s−m−1
(L1)s−1 .
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with j, k = 1, . . . , N , and where adx (Y) := [X,Y]. From the commutation relations

[Li, Lj ] = (i− j)Li+j ,[
Li,W

(s)
m

]
= ((s− 1) i−m)W

(s)
i+m,

it can be seen that the Li generators close in a sl(2,R) subalgebra, while the generators

W
(s)
m transform in a spin-s representation under sl(2,R).

sl(3,R) generators

The generators of sl(3,R) algebra are given by the following 3× 3 matrices

L−1 =


0 −

√
2 0

0 0 −
√

2

0 0 0

 , L0 =


1 0 0

0 0 0

0 0 −1

 , L1 =


0 0 0
√

2 0 0

0
√

2 0

 ,

and the spin–3 generators W
(3)
m = Wm

W−2 =


0 0 4

0 0 0

0 0 0

 , W−1 =


0 −

√
2 0

0 0
√

2

0 0 0

 , W0 =
2

3


1 0 0

0 −2 0

0 0 1

 ,

W−1 =


0 0 0
√

2 0 0

0 −
√

2 0

 , W2 =


0 0 0

0 0 0

4 0 0

 .
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Appendix G

Wess-Zumino term

Here we show that for our boundary conditions in (3.18), (3.19), (3.22), the Wess-Zumino

term

I1 =
κ

16π

∫
dtdrdφεij

〈
∂t
(
G−1

)
∂iGG

−1∂jG
〉
,

in (3.43) vanishes.

Let us perform the following Gauss decomposition of the group element

G = eTL1+MW1+QW2eΦL0+ΦWW0eXL−1+YW−1+ZW−2 , (G.1)

where all the functions that appear in (G.1) generically depend on t, r and φ. Then, if we

replace (G.1) in I1, one can show that it reduces to a boundary term of the form

I1 =
κ

16π

∫
dφdt

[
2eΦ+2ΦW

((
X ′ + Y ′

) (
Ṁ + Ṫ

)
−
(
Ẋ + Ẏ

) (
M ′ + T ′

))
−2eΦ−2ΦW

((
X ′ − Y ′

) (
Ṁ − Ṫ

)
−
(
Ẋ − Ẏ

) (
M ′ − T ′

))
(G.2)

+e2Φ
(

8
(
XY ′ − Y X ′

)
Q̇− 8

(
XẎ − Y Ẋ

)
Q′ + 8

(
TṀ −MṪ

)
Z ′ − 8

(
TM ′ −MT ′

)
Ż

+4
(
XẎ − Y Ẋ

) (
TM ′ −MT ′

)
− 4

(
XY ′ − Y X ′

) (
TṀ −MṪ

)
+ 16

(
Q′Ż − Z ′Q̇

))]
.
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Now, it is useful to perform the following decomposition in the asymptotic region which is

compatible with (3.18)

G = g (t, φ) b (r) ,

with

g (t, φ) = exp

[√
8π

κ
ϕL0 +

√
6π

κ
ψW0

]
,

and where b (r) is an arbitrary gauge group element depending on the radial coordinate

that generically can be decomposed as

b (r) = b(+)b(0)b(−),

with

b(+) = e(b1L1+b̄1W1+b̄2W2), b(0) = e(b0L0+b̄0W0), b(−) = e(b−1L−1+b̄−1W−1+b̄−2W−2).

Consistency with (G.1) then implies the following conditions

Φ = b0 (r) +

√
8π

κ
ϕ (t, φ) , ΦW = b̄0 (r) +

√
6π

κ
ψ (t, φ) ,

X = b−1 (r) , Y = b̄−1 (r) , Z = b̄−2 (r) ,

Q = e
−2

√
8π
κ
ϕ
b̄−2 (r) , M = e

−
√

8π
κ
ϕ

(
b̄1 (r) cosh

(
2

√
6π

κ
ψ

)
− b1 (r) sinh

(
2

√
6π

κ
ψ

))
,

T = e
−
√

8π
κ
ϕ

(
b1 (r) cosh

(
2

√
6π

κ
ψ

)
− b̄1 (r) sinh

(
2

√
6π

κ
ψ

))
.

Note that since, X, Y and Z depend only on the radial coordinate, then the WZ term in

eq. (G.2) identically vanishes.
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