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## Abstract

This research aimed to build a morphological method for color inter-frame interpolation with better picture quality than other methods when the input images contain complex connected components.

In theory, it is possible to build new color interpolation methods by using different color morphological operators. However, none of these operators has emerged as a standard. Consequently, another approach was taken to interpolate color images: interpolating the shapes of the objects in the color images, and then coloring the interpolated shapes.

The new color interpolation methods were compared to the linear, and the color median of Iwanowski and Serra methods. Some images were interpolated with the aforementioned methods, and the interpolated images were compared against the ground truth. The new methods frequently obtained better interpolated images.

As a conclusion, it is possible to construct better morphologic interpolation methods for color images without using color morphological operators.
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Mathematical morphology is considered a powerful and useful framework to analyze and process images [9, 68, 184]. It has been applied to many areas, such as image interpolation.

Image interpolation has been classified as one- and two-image interpolation depending on the number of images used as input (one and two images, respectively). The latter interpolation is also called inter-image interpolation and inter-frame interpolation.

Intermediate pictures are obtained by using two-image interpolation in applications such as X-ray computed tomography and magnetic resonance imaging. In these examples, equally spaced images are taken by the machines (their mechanisms cannot move in very small steps and, additionally, in the tomographs, to avoid excessive radiation exposure) and the missing pictures are constructed by interpolation.

The techniques and methods for two-image interpolation can be classified into grey-level and object-based [21].

Grey-level methods compute the value of an interpolated pixel by using the values of the corresponding neighbor pixels in the original images [35, 215]. Other names
for these methods are scene-based and intensity-based. Unfortunately, none of these names describes these methods accurately. "Scene-based" conveys the idea of methods operating on whole images, but they can operate on parts of them. "Grey-level" and "intensity-based" convey the idea of methods operating only on grey-level images, but they can operate on binary and color images.

Some grey-level interpolation methods are nearest-neighbor, linear, splines and polynomial [25]. The nearest-neighbor is the simplest, and the linear is the most used. To compute the interpolated image between two images, the nearest-neighbor method copies the input image that is near to the place of the interpolated image into the interpolated image. The linear method (another name is cross-dissolve) obtains new images by using weighted combinations of corresponding pixels [196]. In general, they are fast and easy [215]. However, these methods suppose that a smooth curve can model image data, so they make artifacts and blurred edges [35, 215].

Object-based methods use information of the objects in the images to guide the interpolation process [21]. A crucial characteristic of objects is the shape; methods that use it are called shape-based ones [25]. Some shape-based methods employ mathematical morphology since it provides a coherent framework to develop effective algorithms (Serra, 1982, cited in [5]). For example, three methods that influenced this work are described in these papers: "A region-based approach to interpolate images" [29], "A region-based interpolation method for mosaic images" [210], and "Morphological interpolation and color images" 85].

In theory, new color interpolation methods can be built by using different color morphological operators. However, although many approaches have been proposed to apply mathematical morphology to colors, none of them has emerged as a standard [9]. Consequently, an approach was proposed to interpolate color images that does not need color morphological operators.

The general goal was to construct a color morphological interpolation method with
better picture quality than other methods when the input images contain complex connected components.

The specific goals were to find an adequate color segmentation method for images that contain complex connected components, to construct a new method for color morphological interpolation that uses the segmented images as input, and to compare it (with other methods).

The methodology considered the following steps: Implement an adequate segmentation method for color images, construct a new method for color morphological interpolation by using the segmented images and the mosaic interpolation algorithm of Vidal et alii [210], and determine the picture quality of the interpolated images.

The rest of this thesis is organized as follows. Chapter 2 reviews the relevant literature about morphological interpolation of images. Chapter 3 describes the proposed color interpolation methods. Chapter 4 compares the new methods against the linear, and color median of Iwanowski and Serra ones. Finally, chapter 5 shows the conclusions.


## Literature Review: Morphological Interpolation of Images

Mathematical morphology provides a coherent framework to develop effective shapebased interpolation algorithms (Serra, 1982, cited in [5]). Consequently, it has been applied to binary, grey-level, and color images.

### 2.1 Morphological Interpolation for Binary Images

Although it is possible to interpolate binary images by extending the interpolation of sets, the disadvantages of these methods are clear (see Sec. B.11). In practice, binary morphological interpolation methods processed the images by considering their components. For example, the Morphology-based three-dimensional interpolation (see Sec. 2.1.1 and the Recursive interpolation technique based on morphological median sets (see Sec. 2.1.2).

### 2.1.1 Morphology-based Three-dimensional Interpolation

This method [111] distinguishes two types of components: objects and holes. It computes the interpolated picture by subtracting the interpolated holes from the interpolated objects. It matches the same class of components between images, and
if some component in an image cannot be paired, it creates the same class of component in the other image. These components, with the size of a pixel, are located, for objects, at the centroid of the objects and, for holes, at a point computed with a simple formula that should avoid that a hole be located out of its corresponding object. Finally, it aligns and interpolates the matched components.

### 2.1.2 Recursive Interpolation Technique based on Morphological Median Sets

Another approach 209] considers the treatment of connected components (CC) belonging to each of the original slices. It distinguishes between CC belonging to the foreground (grains) and those belonging to the background (holes). A component that surrounds other components is called the outer component; and the surrounded components are called the inner components. A filled component is a component whose holes have been filled. This method considers a filled outer component as a set and its filled inner components as subsets. This recursive method has three steps: (1) extract the outer connected components, (2) match the filled connected components between slices, and (3) interpolate.

The extraction step takes each foreground component that either overlaps (or covers) the border of the image or has a path to the image border along the background.

The matching step determines which foreground components are going to be interpolated in the next step. This is accomplished by computing a proximity zone around each filled component. To do this, it is computed the radius $\lambda$ of each filled component (see Fig. 2.1 (a)). The proximity zone is computed dilating $\lambda$ the filled component. If this proximity zone overlaps (or cover) a component in the other image (see Fig. 2.1 (c)), the Euclidean distance between their MSPs is computed and stored. Finally, pairs of components whose distance is minimal are stored as matched filled components.


Figure 2.1: First matching criterion: In (a) there is a slice with one CC X indicating its MSP and its radius $\lambda_{x}$; in (b) there is a second slice with a CC Y; and in (c) it is shown the proximity zone of X . Since the proximity zone of X overlaps Y , then X matches Y.

The inclusion relationship property suggests that the interpolations should satisfy this condition [209, 207]

$$
\operatorname{Interpolat}\left(A_{1} \backslash B_{1}, A_{2} \backslash B_{2}\right)=\operatorname{Interpolat}\left(A_{1}, A_{2}\right) \backslash \operatorname{Interpolat}\left(B_{1}, B_{2}\right) \text {, }
$$

where "Interpolat" is some interpolation method; the sets $A_{1}$ and $B_{1}$ belong to a slice, with $B_{1} \subseteq A_{1}$; the sets $A_{2}$ and $B_{2}$ belong to another slice, with $B_{2} \subseteq A_{2}$. It has been shown that the application of this property improves the interpolation results [208]. An example that uses this property is shown in Fig. 2.2.

The interpolating step interpolates each pair of matched components and adds the interpolated component to the interpolated slice. This step fills the matched components, moves the matched filled components to a central position by using their MSPs (see Fig. 2.3 , taken from [209]), and interpolates them by using median sets. Then, it computes the holes inside the matched components. If there are holes, it recursively calls this algorithm with these holes, and computes the interpolated component -by using the inclusion relationship property- as the median set "minus" the interpolated holes, otherwise the median set is the interpolated component.

In some unusual cases, this method puts the inner component out of its container.


Figure 2.2: Interpolation by using the inclusion relationship property: (a) $A_{1} \backslash B_{1}$, (b) Interpolat $\left(A_{1} \backslash B_{1}, A_{2} \backslash B_{2}\right.$ ), (c) $A_{2} \backslash B_{2}$, (d) $A_{1}$, (e) $\operatorname{Interpolat}\left(A_{1}, A_{2}\right.$ ), (f) $A_{2}$,
(g) $B_{1}$, (h) Interpolat $\left(B_{1}, B_{2}\right)$, (i) $B_{2}$ (taken from [207]).


Figure 2.3: MSP points to calculate the point where X and Y are going to be translated

To avoid this violation of the homotopy, the interpolated inner component is relocated and, if necessary, eroded [207].

### 2.2 Interpolation of Partitions

The extension of morphological interpolation from binary images to grey-level images has led to mosaic interpolation [20, 207]. In other words, the interpolation of partitions has been applied to interpolate grey-level images [20]. In mosaic interpolation, to process the shapes of regions, the regions are usually transformed into binary images [210].

Four approaches are explained: the interpolation of partitions through median sets, the generalized morphological mosaic interpolation, the segmentation-based morphological interpolation of partition sequences, and a region-based interpolation method for mosaic images. The first one was indirectly applied in this work as part of the the fourth one; the second one interpolates using geodesic distances; the third one gives an overview of the problems and solutions found interpolating partitions, and the fourth was applied in this work.

### 2.2.1 Interpolation of Partitions through Median Sets

Beucher [20] proposed interpolating partitions by using median sets. There is a short explanation of this idea below.

Let $T$ and $T^{\prime}$ be partitions of two same-sized images:

$$
T=\left\{C_{i}\right\}, T^{\prime}=\left\{C_{i}^{\prime}\right\}
$$

There must be a correspondence one-to-one between the cells of these partitions, i.e.

$$
\forall C_{i} \in T, \exists C_{i}^{\prime} \in T^{\prime}: C_{i} \cap C_{i}^{\prime} \neq \phi
$$

Let $W=\left\{C_{i} \cap C_{i}^{\prime}\right\}$ be the set of all the components $C_{i} \cap C_{i}^{\prime}$. A median partition $M\left(T, T^{\prime}\right)$ can then be defined as

$$
M\left(T, T^{\prime}\right)=\left\{I Z_{W}\left(C_{i} \cap C_{i}^{\prime}\right)\right\}
$$

In Fig. 2.4 there are two partitions: one is delineated in black; the other, in red. The intersection between cells, $W$, is painted in yellow.


Figure 2.4: Partitions with a one-to-one correspondence between cells: Black lines delimit a partition $T$; red lines, another $T^{\prime}$.

Two algorithms have been proposed to compute this median: One uses a skeleton by influence zones (SKIZ) and gives a partition with one pixel borders, the other gives a labeled partition without boundaries between the cells [20].

### 2.2.2 Generalized Morphological Mosaic Interpolation

Meyer [130] proposed an interpolation function between two intersecting sets by using geodesic distances (see Sec. B.11.3); and extended it to mosaics whose regions have a non-empty intersection.

Iwanowski [86] extended the mosaic method from Meyer. In effect, the improved method can treat non-matching regions (regions without a counterpart -a region with the same label - in the other image) and non-intersecting matching regions (regions with the same label and empty intersection). In the first case, a counterpart is created, i.e. a new pixel is obtained by eroding the region - and if necessary, by thinning it - or by calculating its center of gravity -and if this pixel is out of the region, the closest pixel belonging to the region is chosen. In the second case, it applies affine transformations (translation, rotation, and scaling) before the interpolation (described in [87]).

### 2.2.3 Segmentation-based Morphological Interpolation of Partition Sequences

Brémond and Marqués proposed a method with this nam\& ${ }^{1}$ to interpolate sequences of partitions [29].

Let $I_{t}$ and $I_{t+p}$ be two partitions corresponding to the segmentation of two images at $t$ and $t+p$ respectively. The goal is to construct the partitions $I_{t+1}, I_{t+2}, \ldots$, $I_{t+p-1}$ by using only $I_{t}$ and $I_{t+p}$.

The method of Brémond and Marqués has four steps: region parametrization, region ordering, region interpolation, and partition creation.

[^0]
## Region Parametrization

Let $R_{t}(i)$ and $R_{t+p}(i)$ be the regions with label $i$ in $I_{t}$ and $I_{t+p}$ respectively. The evolution of a region from $R_{t}(i)$ to $R_{t+p}(i)$ can be divided into regular motion and shape deformation. If adjacent regions with the same type have a similar regular motion, they are merged into the same meta-region.

## Regular Motion Estimation

This method considers two types of regular motions: translation and zooming. The translation of the center of mass $G(i)$ gives an approximation of the region movement $\vec{T}(i)$. However, it might not be useful for regions that fuse or split. The zoom factor $Z(i)$, due to the apparent enlarging or decreasing of a region caused by the movement of the camera or the region, can be computed using the surface ratio between the initial and final regions. However, it might give wrong values when there exist occlusions.

It was proposed this classification for the possible situations for regions:

1. Foreground regions. Use both translation and zooming.
2. Background regions. Use only translation.
3. Merged or split regions. Stay motionless.

To classify a region, it estimates a motion error by performing each alternative on $R_{t}(i)$, obtaining $R_{t+p}^{\prime}(i)$; compares each of them with $R_{t+p}(i){ }^{2}$ by computing a function cost on the contours of the regions, and chooses the alternative with the smallest error. The chosen alternative is the motion type of the region.

[^1]
## Merging on Meta-regions

Some regions belong to the same object. It is important to detect them because this information is useful in the region ordering step.

It is considered that adjacent regions with the same motion type and a similar motion $(\|\vec{T}(i)-\vec{T}(j)\|<\lambda)$ belong to the same macro-region.

## Shape Deformation

As the regular motion model cannot consider any motion different from translation and zooming, it is necessary another model. Using the regular model to compute $R_{t+k}^{\prime}(i)$ from $R_{t}(i)$ and $R_{t+k}^{\prime \prime}(i)$ from $R_{t+p}(i)$ can give two different regions. The idea is to compute the geodesic distance from $R_{t}(i)$ to $R_{t+p}(i)$-after translation and zooming, if required--, and threshold the difference. Two methods were created, one separately computes the deformation for each region and the other simultaneously compute the deformation for all the regions within each macro-region.

## Region Ordering

The motion error estimation gives information about the physical depth of the regions. While the estimated error is higher, the region is deeper. For example, in Fig. 2.5 [29], a ball has no error since it has not been hidden by other objects. Therefore, it is the shallowest. The same happens with some squares. However, the ball overlaps some others, so their estimated errors are higher. Consequently, they are deeper.

## Region Interpolation

Regions are interpolated by using the parameters computed previously.


Figure 2.5: A moving ball

## Partition Creation

The interpolated regions are placed down in the interpolated partition by following a dead leave model. First, it lays down the deepest regions (the background), then the upper ones, up to the shallowest. For example, the dead leave step was applied to the interpolation of the regions of the initial and final images from Fig. 2.5. Its result can be seen in Fig. 2.6 [29]. Note that some pixels were not covered.


Figure 2.6: Interpolation of Fig. 2.5 after the dead leave step

If the previous step leaves some pixels uncovered, the propagation step fills them with their surrounding labels. This step considers the estimated propagation error: it does not propagate regions that were interpolated correctly. The propagation error is computed as the Hausdorff distance between $R_{t+k}^{\prime}(i)$ and $R_{t+k}^{\prime \prime}(i)$.

For example, the interpolation of the initial and final images from Fig. 2.5 can be seen in Fig. 2.7] [29].

### 2.2.4 A Region-based Interpolation Method for Mosaic Images

Vidal et al. [210] extended their previous work for binary images to mosaic images. A three-step algorithm was proposed whose steps differ from those used to interpolate


Figure 2.7: Interpolation of a sequence
binary images:

1. Separation of regions in each slice.
2. Matching and interpolation between regions.
3. Final adjustment.

In the first step, each region $j$ belonging to a slice $S_{i}$ is stored as a binary image (there is the same number of binary images as the number of regions in the slice $S_{i}$ ) in the vector element $R S_{i}^{j}$; in addition, the grey-level value of each region is stored in a tree structure to preserve the inclusion relationship among regions [61]. The first level of this tree stores all the regions directly and indirectly adjacent to the image border; the next level stores all the regions inside, and directly or indirectly adjacent to the regions in the previous level, and so on. An example is shown in Fig. 2.8; an input mosaic contained in a slice (a) is separated (b), the relationship between its regions, and the grey level of each of them is stored in (c), and their regions are stored as binary images in (d), (e), (f), (g) and (h).

In the second step, the hierarchical level, the grey-level, and the proximity test (see proximity zone in Sec. 2.1.2) are used to decide which regions from one slice match regions from the other. First, regions with the same hierarchical level, grey level and that pass the proximity test are matched. Second, regions belonging to consecutive levels with the same grey level and that pass the proximity test are matched. After this computation, some regions might match various regions. In this case, only the matched region with the minimal Euclidean distance between their MSP points is kept. Finally, the (remaining) matched regions are interpolated by using median sets. It is also possible that some regions do not match any other (called isolated


Figure 2.8: A mosaic divided into regions
regions). In this case, for each isolated region, an artificial region is created in the other slice. Usually, this artificial region is a point, but a new approach is used if this region overlaps the border: The artificial region takes different shapes (see Sec. 2.2.4). Finally, isolated regions are interpolated with their artificial regions by using median sets.

The set of interpolated regions has two problems: (1) Their union does not necessarily cover all the interpolated slice; and (2) some regions overlap. In the third step, each point of the interpolated slice that belongs to no region or to various regions is assigned to a region. To do this, it is computed a slice with all the interpolated regions minus their overlapped parts, and then this image is flooded by using the watershed transform.

Finally, the interpolated regions are labeled with the grey values of their original regions.

## Classification of Border Regions and their Artificial Connected Components

The border regions were classified in several types ( $1,2,4,6,7$, and 8 ). When these border regions are not paired, artificial components are created in the other image. The shapes of these regions and their artificial components are shown below.

If a (non-paired) component overlaps a border, it is interpolated with a segment in that border (see Fig. 2.9).


Figure 2.9: Type 1 region and its artificial connected component

If a component overlaps two borders without interruption, it is interpolated with a point in the corner (see Fig. 2.10).


Figure 2.10: Type 2 region and its artificial connected component

If a component extends over one, two or three borders, it is interpolated with artificial lines in these borders (see Figs. 2.11, 2.12 and 2.13).


Figure 2.11: Type 4 region and its artificial connected component

If a component overlaps various borders with a gap in the middle, it is interpolated with the thinning of the component (see Fig. 2.14).


Figure 2.12: Type 6 region and its artificial connected component


Figure 2.13: Type 7 region and its artificial connected component

### 2.3 Morphological Interpolation for Grey-scale Images

Brémond and Marqués [29] propose segmenting the images and interpolating their partitions. In this approach, each original image is segmented into a set of regions and, at the same time, the corresponding regions are labeled. Each region is characterized by its contours and texture (the texture can be regular, such as polka dots; stochastic, such as pebbles on a beach; or anywhere in between, such as tiger stripes [118]). For each pair of regions, their contours and textures are interpolated separately. On one hand, they proposed a general scheme to interpolate the contours by using partitions (see Sec. 2.2.3) that is independent of the segmentation method used. On the other hand, they did not explain how to interpolate the textures.

Another image interpolation method [20] uses the same approach. First, the watershed transform is applied to the images, then the interpolation of partitions through median sets (see Sec. 2.2.1) is applied to the resulting mosaics. Unfortunately, the


Figure 2.14: Type 8 region and its artificial connected component
description of this method has left out some points about its functioning. For example, are the images smoothed before the watershed transform, is the watershed transform applied to the original images or to the image gradients, and how is the image obtained after the mosaic interpolation.

There is also a method that interpolates images without segmenting them. It is explained below.

### 2.3.1 Median of Images

Iwanowski and Serra [85] formulated the median of images, an extension of median of sets (see Sec. B.11.1), as:

$$
\begin{equation*}
m(f, g)=\sup \left\{\forall \lambda: \inf \left[\delta^{\lambda}(\inf (f, g)), \epsilon^{\lambda}(\sup (f, g))\right]\right\}, \tag{2.1}
\end{equation*}
$$

where $f$ and $g$ are images, $\lambda=1,2, \ldots, K$ integer values, inf and sup are infimum and supremum, respectively, and $\delta^{\lambda}$ and $\epsilon^{\lambda}$ are dilation and erosion of size $\lambda$, respectively, performed with a non-flat structuring element (see Sec. B.2).

This equation can be applied to grey-level and color images. The only difference are the inf and sup operators. For grey-level images, numbers are compared; the greatest number is the sup and the smaller is the inf. The comparison of colors is explained in Sec. 2.4 .

An algorithm to compute median of images, based on Eq. 2.1, taken from [85], is described below.

Initially, three auxiliary images are defined:

$$
\begin{gathered}
z_{0}=m_{0}=\inf (f, g) \\
w_{0}=\sup (f, g)
\end{gathered}
$$

Then, new values are computed iteratively until idempotency, i.e. $m_{i+1}=m_{i}$ :

$$
\begin{gathered}
z_{i}=\delta\left(z_{i-1}\right) \\
w_{i}=\epsilon\left(w_{i-1}\right) \\
m_{i}=\sup \left[\inf \left(z_{i}, w_{i}\right), m_{i-1}\right]
\end{gathered}
$$

Consequently, the median of images $f$ and $g$ is

$$
m(f, g)=m_{\infty}=m_{i}
$$

### 2.4 Color Median of Images

Iwanowski and Serra [85] were pioneers in morphological, color interpolation. First, they propose a method that uses the median of images (see Sec. 2.3.1). This is an automatic method useful when at least one image is textured and there is no need to transform some object into another. The median image of color images can be obtained, and the differences with the median image of grey-level images are the infimum and supremum operators used. In addition, they suggest that constructing these operators with the usual lexicographical ordering (conditional ordering) does not consider the importance of the color components. Therefore, they propose using that ordering in a comparative vector space. They suggest that this space should be used only to compare vectors and that it can be created by using linear combinations of the original space, such as the [luma] value. An example of the median image of two color images is shown in Fig. 2.15. Second, they propose applying warping to avoid that some important elements disappear before applying the interpolation. This method is useful in general but requires human intervention to define some control points.


Figure 2.15: Color median image (b) generated from the images (a) and (c)


## New Morphological Interpolation Methods for Color Images

The general goal of this work is to construc $\square^{11}$ a morphological interpolation method with better picture quality than other methods when the input images contain complex connected components, i.e. components with internal ones ${ }^{2}$.

In this work, it would have been very easy to interpolate using any color morphological operator. However, none of them has general acceptance [10]. In addition, none of them was considered adequate. For example, component-wise operators applied to RGB images might change a color (hue) for another that does not exist in the image [40]. Consequently, the component-wise approach on the RGB color model was discarded because it does not comply with color constancy (see Sec. A.1.1).

Therefore, an approach that does not use color morphology was explored, i.e. an approach that avoids using color morphological operators. This has been done before. For example, if the colors of an image are ordered (they represent elevation on a map, some biological characteristic on a medical image, or something similar), the image

[^2]can indeed be treated with the grey-scale methods. Also, Comer and Delp [40] suggest processing two-color images with binary morphological operators. One color is taken as the foreground, and the other, as the background. The binary morphological operator is applied only to the foreground.

In this work, it is proposed to apply binary morphological operators to the shapes in color images. For example, if an image shows - seen from above - a red ball and a yellow box, on a brown table, to apply binary morphological operators to a disk, a square, and a rectangle; not to apply color morphological operators to red, yellow, and brown areas.

As it is mandatory to apply segmentation to obtain the shapes, the aforementioned idea leads to mosaics (each shape should be contained in a region of a mosaic). However, there are regions everywhere in a mosaic image. Therefore, if a morphological operation is applied to a region, it might have the opposite effect on others. For example, the binary dilation of a region implies the erosion of its adjacent regions.

To avoid these undesirable consequences, it is possible to apply constraints to these operators (dilation and erosion). These constraints can be provided by a sequence of two mosaics. On one hand, if a region in the first mosaic is larger in the second one, apply dilation to the initial region but without surpassing the final region. On the other hand, if a region in the first mosaic is smaller in the second one, apply erosion to the initial mosaic but without eroding the final region. If these constraints are replaced by a line midway both regions, and the operators are applied until stability, it is the same as mosaic interpolation.

The question is how to apply mosaic interpolation to full-color natural and artificial images. An answer could be extending a method for grey-level image interpolation to color images. In particular, the new methods proposed resemble an adaptation of the Brémond and Marqués proposal (see Sec. 2.3). Their method includes these steps approximately (some steps were split; others were merged): segmenting the images,
matching the regions, interpolating the regions, and finally, combining the interpolated regions to form the interpolated image.

The interpolation methods developed in this work have these stages (see Fig. 3.1):
C1 Segmenting the input images to obtain color mosaics.
C2 Matching the regions of the color mosaics.
C3 Converting the color mosaics with matched regions into grey-level mosaics.
C4 Interpolating the grey-level mosaics.

C5 Coloring the interpolated mosaic.

### 3.1 Segmenting the Input Images to Obtain Color Mosaics

This process, $C 1$ Segmenting_images in the figure, receives as input the data flow $D F 0$ Couple_of_color_images $=\left\{O_{1}, O_{2}\right\}$, the original images (see Fig. 3.2). This process gives as output the data flow DF2 Couple_of_color_mosaics $=\left\{M_{1}, M_{2}\right\}$, the color mosaics that represent the partitions of the original images.

The objective of this stage is to partition the original color images $O_{1}$ and $O_{2}$ into $\bigcup_{j=1}^{n} R O_{1}^{j}$ and $\bigcup_{j=1}^{m} R O_{2}^{j}$, where $R O_{i}^{j}$ represents the color region $j$ of a partition of the image $O_{i}$. Although these partitions would be useful in the last step, $C 5$ Coloring_interpolated_mosaic, only the color mosaics, $M_{1}$ and $M_{2}$, that represents the areas covered by the regions of these partitions are passed to the next stage. For example, the images shown in Fig. 3.3 were segmented. Their color mosaics are shown in Fig. 3.4. Each color in these mosaics represents a region in the original color images. Therefore, the orange regions represent part of the background and the big green regions represent the dog.

It is expected that these color mosaics can be easily and correctly processed in the following stages. So, it is ideal that the number of regions be as small as possible


Figure 3.1: New interpolation method


Figure 3.2: C1 Segmenting the input images


Figure 3.3: Initial (leftwards) and final (rightwards) images of dogdance.


Figure 3.4: Initial (leftwards) and final (rightwards) segmented images of dogdance.
but without including objects with different movements (translation, rotation, etc.) or magnitude of movement in the same region. Hence, each region should include an object or a group of objects moving conjointly and independently from others. For example, a car or the parts of a car (tires, doors, windows, etc.) should be considered as a region. If this movement does not only include translation or the occlusions make impossible to compute the center correctly, segment this group into occluded and non-occluded regions. For example, an older child overlaps a younger one in the leftward image in Fig. 3.3. As it is impossible to compute the center of the younger child, the part of her that was occluded in the initial image was segmented in the initial segmented image (see Fig. 3.4).


Figure 3.5: Initial image of minicooper (left), and its segmented image (right)

Ideally, this process should segment each input image separately and automatically. In practice, a user segments each original image interactively by using SegmentIt (see Sec. C.2.1), and corrects the mosaic(s) with some flaws by comparing both mosaics and both original images. The user can repeat this cycle several times. In spite of this, sometimes it is impossible to separate some objects. For example, segmenting the image (a) gives (b) (see Fig. 3.5). In this case, the inclined white line in the ground and part of the shorts of the man are in the same region.

At the same time, sometimes it is tricky to segment an image. For example, in dumptruck the vehicles move while the background is still. The vehicles have shades, and there are areas between the vehicles and their shades. These shades and these areas are in the background. However, the best interpolation results were obtained
segmenting the Mercedes and its shape in a region, the enclosed area in another, and the rest of the image in another (see the results and discussion chapter for details).

### 3.2 Matching the Regions of the Color Mosaics

This stage, C2 Matching_regions in Fig. 3.6, has as input the data flow DF2 Couple_of_color_mosaics $=\left\{M_{1}, M_{2}\right\}$ with $M_{1}=\bigcup_{i=1}^{n} R M_{1}^{i}$ and $M_{2}=\bigcup_{j=1}^{m} R M_{2}^{j}$, where $R M_{1}^{i}$ and $R M_{2}^{j}$ are the regions belonging to $M_{1}$ and $M_{2}$, respectively. This process gives as result the color mosaics $Q_{1}$ and $Q_{2}$ that conform the output data flow DF3 Couple_of_matched_color_mosaics.


Figure 3.6: C2 Matching the regions of color mosaics

Since the colors of the regions $R M_{1}^{i}$ and $R M_{2}^{j}$ corresponding to the same (part of a) group of objects can be different, it is necessary to match them. As this problem is beyond the scope of this research, the user puts identical color to all the regions belonging to the same (part of a) group of objects in both mosaics (this process is called matching). As a result, a region in $M_{1}\left(M_{2}\right)$ can match one or more regions in $M_{2}\left(M_{1}\right)$. It is also possible that a region in $M_{1}\left(M_{2}\right)$ does not match any region in $M_{2}\left(M_{1}\right)$.

For example, the mosaics in Fig. 3.4 were matched as it can be seen in Fig. 3.7. All the regions of each mosaic have a different color. This helps to avoid interpolating
non-paired regions.


Figure 3.7: Initial and final matched segmented images from dogdance: Leftwards and rightwards, respectively

### 3.3 Converting the Color Mosaics with Matched Regions into Grey-level Mosaics

This process, C3 Converting_into_grey-level_mosaics in the figure, receives as input the data flow DF3 Couple_of_matched_color_mosaics $=\left\{Q_{1}, Q_{2}\right\}$ (see Fig. 3.8). As the interpolation algorithm uses the grey-level to match regions, this stage converts the color mosaics $Q_{1}$ and $Q_{2}$ into the grey-level ones $S_{1}$ and $S_{2}$, respectively. The latter conform the output data flow DF4 Couple_of_grey-level_mosaics.


Figure 3.8: C3 Converting the color mosaics into grey-level mosaics

The color pixels were converted by computing their luma $\left(Y^{\prime}\right)$ according to the

Rec. 601 [83]

$$
{ }^{601} Y^{\prime}=0.299 R^{\prime}+0.587 G^{\prime}+0.114 B^{\prime}
$$

where $R^{\prime}, G^{\prime}$ and $B^{\prime}$ are the components of the RGB color model.

It is unimportant the formula used to compute luma as the values themselves are not processed. For example, images that use the Rec. 709 [84] can be processed; their luma is

$$
{ }^{709} Y^{\prime}=0.2126 R^{\prime}+0.7152 G^{\prime}+0.0722 B^{\prime}
$$

As there are more colors than grey-levels, any chosen method to compute luma might convert pixels with different colors into pixels with the same grey-level (collisions). This diminution in the number of (grey-level) regions could produce errors in the next stage (C4 Interpolating_grey-level_mosaics).

An error is going to occur when two adjacent color regions are merged into one grey-level region. In addition, an error is going to occur when two non-adjacent color regions finish with the same grey-level and one of these regions finishes near the other region in the other slice. In this case, two distinct objects are interpolated. For example, imagine a person that walks so that his right foot in one image overlaps his left foot in the other image. If these feet have the same grey-level, the next step will interpolate them.

These errors can be detected through visual comparison of the grey-level mosaics $S_{1}$ and $S_{2}$ with the color mosaics $Q_{1}$ and $Q_{2}$, respectively. If there are some errors, it is necessary to change the colors of some of the color regions that collided. To do so, repeat the stage that matches regions (see Sec. 3.2).

For example, the images in Fig. 3.7 were converted into Fig. 3.9. The feet of the little child have the same grey-level in spite of their different colors in the color mosaics. Fortunately, this collision does not cause errors. Although these feet seem identical to the left foot of the older girl, they are different (the feet value is 76 and
the foot value, 75).


Figure 3.9: Initial and final grey-level mosaics from dogdance: Leftwards and rightwards, respectively

### 3.4 Interpolating the Grey-level Mosaics

This process, C4 Interpolating_grey - level_mosaics in the figure, takes the input data flow DF4 Couple_of_grey - level_mosaics $=\left\{S_{1}, S_{2}\right\}$, and obtains the output data flow DF5 Decomposed_grey - level_mosaics (see Fig. 3.10).


Figure 3.10: C4 Interpolating the grey-level mosaics

It was implemented by using a grey-level mosaic interpolation algorithm from Vidal et al. 210] (this algorithm is explained in detail in Sec. 2.2.4). This algorithm uses vectors of binary images $R S_{i}$, where $R S_{i}^{j}$ represent each grey-level region $j$ of the slice $S_{i}$ with " 1 " and the remainder of this image is filled with " 0 ". It interpolates the matched regions from $S_{1}$ and $S_{2}$ and its results are stored in $R S_{3}^{k}$. As it is possible
that some of these regions overlap or that they leave some empty areas, they are adjusted to avoid both conditions. The vectors $R S_{1}, R S_{2}$, and the adjusted vector $R S_{3}$ conform the output data flow DF5 Decomposed_grey - level_mosaics.

Although the interpolated image $S_{3}\left(S_{3}=\bigcup_{k=1}^{n} R S_{3}^{k}\right)$ is not necessary for the next step, it is very useful to discover where some errors originate in the interpolated color image. For example, the interpolation of the images in Fig. 3.9 gives Fig. 3.11. Note some conspicuous errors: the feet of the dog disappeared, and the head and the body of the little girl seem to overlap the body of the older girl. It is not strange that the feet of the dog disappeared in the interpolated color image.


Figure 3.11: Interpolated grey-level mosaic from dogdance

As this work bases so much in this algorithm, described in Vidal et al. works that use mathematical morphology and consider structural aspects of binary [209] and mosaic [210] images, this work might be considered its extension to color images.

### 3.5 Coloring the Interpolated Mosaic

This stage, C5 Coloring_interpolated_mosaic in the figure, constructs an interpolated color image $F$ by using the data flows DF0 Couple_of_color_images $=\left\{O_{1}\right.$, $\left.O_{2}\right\}$ and DF5 Decomposed_grey-level_mosaics $=\left\{R S_{1}, R S_{2}, R S_{3}\right\}$ (see Fig. 3.12).


Figure 3.12: C5 Coloring the interpolated mosaic

Initially, it was proposed an algorithm that uses the regions in $R S_{1}^{r}$ and $R S_{2}^{r}$ to interpolate the associated color regions in $R O_{1}$ and $R O_{2}$. A short description is shown below (see Sec. 3.5.1 for details).

The regions in $R S_{1}^{r}, R S_{2}^{r}, R O_{1}$ and $R O_{2}$ are copied appropriately into $R S M_{1}$, $R S M_{2}, R O M_{1}$ and $R O M_{2}$, respectively.

The regions in $R O M_{1}$ and $R O M_{2}$ are interpolated linearly where the three regions in $R S M_{1}, R S M_{2}$, and $R S_{3}^{r}$ overlap. In this case, it is possible to apply linear interpolation as there are points in both $R O M_{1}$ and $R O M_{2}$ to interpolate each point. At the same time, the nearest-neighbor should not be used as the linear interpolation is a first-order approximation while the nearest-neighbor is a zero-order one 97 .

The region in $R O M_{1}\left(R O M_{2}\right)$ is interpolated with the nearest-neighbor method
where the regions in $R S_{3}^{r}$ and $R S M_{1}\left(R S_{3}^{r}\right.$ and $\left.R S M_{2}\right)$ overlap but without overlapping $R S M_{2}\left(R S M_{1}\right)$. In this case, using nearest-neighbor is the only option as there is only one point in either $R O M_{1}$ or $R O M_{2}$ to interpolate each point.

Later, it was proposed an algorithm similar to the previous one but has a difference: it computes the deformation that the binary region in $R S M_{1}\left(R S M_{2}\right)$ must have to match its interpolated binary region in $R S_{3}^{r}$, and applies the same deformation to the color region in $R O M_{1}\left(R O M_{2}\right)$. If both regions exist, it applies either the linear interpolation or the median image generation; otherwise the nearest-neighbor one. It was named deforming (see Sec. 3.5.2).

Although these algorithms use slices as input, it is possible and advisable to modify them to use regions instead. Thus, it is possible to execute one or another algorithm on different matched regions of the same slices. If the objects change between the matched regions, the deforming algorithm should be executed, else the overlapping one. In fact, it was constructed an interpolation program following this approach.

### 3.5.1 Overlapping

The overlapping algorithm, as it is explained here, can replace the C5 Coloring the interpolated mosaic process (see Fig. 3.12). In this algorithm (see Alg. 1), for each interpolated binary image $R S_{3}^{r}$ :

1. If $R S_{1}^{r}\left(R S_{2}^{r}\right)$ exists, cut the original color region from $O_{1}\left(O_{2}\right)$ by using $R S_{1}^{r}$ $\left(R S_{2}^{r}\right)$ as a mold and store it in $R O_{1}\left(R O_{2}\right)$. If $R S_{1}^{r}\left(R S_{2}^{r}\right)$ exists, copy the original regions in $R S_{1}^{r}$ and $R O_{1}\left(R S_{2}^{r}\right.$ and $\left.R O_{2}\right)$ into $R S M_{1}$ and $R O M_{1}\left(R S M_{2}\right.$ and $R O M_{2}$ ) so that the MSP of the region in $R S M_{1}\left(R S M_{2}\right)$ coincide with the MSP of the region in $R S_{3}^{r}$. This step includes these sub-steps:
(a) The original binary image $R S_{1}^{r}\left(R S_{2}^{r}\right)$ is used to obtain the corresponding color image $R O_{1}\left(R O_{2}\right)$. The region in the binary image $R S_{1}^{r}\left(R S_{2}^{r}\right)$ is represented with " 1 " and the remainder of this slice, with " 0 ". Then, it was
made a point-to-point multiplication of $\left(R S_{1}^{r}, R S_{1}^{r}, R S_{1}^{r}\right)\left[\left(R S_{2}^{r}, R S_{2}^{r}, R S_{2}^{r}\right)\right]$ with the color slice $O_{1}\left(O_{2}\right)$. Hence, the color image obtained $R O_{1}\left(R O_{2}\right)$ includes the color region and the remainder of this image finishes black ( 0 , $0,0)$.
(b) The regions in $R S_{1}^{r}$ and $R O_{1}$ are copied into $R S M_{1}$ and $R O M_{1}$, respectively, so that the MSP of the region in $R S M_{1}$ coincide with the MSP of the region in $R S_{3}^{r}$. It was made moving a squared section that contains the regions in $R S_{1}^{r}$ and $R O_{1}$ in the same magnitude as the distances between the MSPs of $R S_{1}^{r}$ and $R S_{3}^{r}$. The regions in $R S_{2}^{r}$ and $R O_{2}$ are copied into $R S M_{2}$ and $R O M_{2}$ in the same way as $R S_{1}^{r}$ and $R O_{1}$ were copied.
2. The interpolation is performed using two different methods. The linear interpolation method interpolates the part of the color regions in $R O M_{1}$ and $R O M_{2}$ where the interpolated region in $R S_{3}^{r}$ covers the regions in $R S M_{1}$ and $R S M_{2}$; and the nearest-neighbor interpolation method interpolates the part of the color region in $R O M_{1}\left(R O M_{2}\right)$ where the interpolated binary region in $R S_{3}^{r}$ covers only the region in $R S M_{1}\left(R S M_{2}\right)$. For example, there is a red square in $R O M_{1}$ and a green circle in $R O M_{2}$. Only to facilitate this explanation, these objects were put in an image (the square was put first and then, the circle) which is shown at the left in Fig. 3.13. The interpolated region $F$ is shown in the image at the right in Fig. 3.13. $F$ is completely included within the union of the square and the circle. The points in which the circle and the square overlap were interpolated linearly so they are brown. The points interpolated with nearest neighbor were taken from the part of the circle outside of the square (in green) and from the part of the square outside of the circle (in red).

An example of interpolation with overlapping considers $O_{1}, O_{2}, R S_{1}, R S_{2}$, and $R S_{3}$ shown in Figs. 3.3, 3.7, and 3.11, respectively. ${ }^{3}$. The interpolated image $F$ is shown in Fig. 3.14. The background is blurred because part of it is occluded at the

[^3]```
Algorithm 1 Overlapping algorithm
    function OVERLAPPING \(\left(O_{1}, O_{2}\right.\) :colorSlice; \(R S_{1}, R S_{2}, R S_{3}\) :array of binaryImage)
        \(F\) :colorSlice
        for each image \(R S_{3}^{r}\) do
            if \(R S_{1}^{r}\) exists then
                    \(R O_{1} \leftarrow\left(R S_{1}^{r}, R S_{1}^{r}, R S_{1}^{r}\right) * . O_{1} ; \quad / /(1 a)\) Cut the original color region.
                    // (1b) Move the original regions
                    displacement_MSP1 \(\leftarrow\) MSP of the region in \(R S_{3}^{r}-\mathrm{MSP}\) of the region
                    in \(R S_{1}^{r}\);
                    square_region \(\leftarrow\) square region that includes the region in \(R S_{1}^{r}\);
                    \(R S M_{1} \leftarrow\) square_region displaced by displacement_MSP1;
                    square_region \(\leftarrow\) square region that includes the region in \(R O_{1}\);
                    \(R O M_{1} \leftarrow\) square_region displaced by displacement_MSP1;
            end if
            if \(R S_{2}^{r}\) exists then
                    \(R O_{2} \leftarrow\left(R S_{2}^{r}, R S_{2}^{r}, R S_{2}^{r}\right)^{*} . O_{2} ; \quad / /\) (1a) Cut the original color region
                    // (1b) Move the original regions
                    displacement_MSP2 \(\leftarrow\) MSP of the region in \(R S_{3}^{r}-\mathrm{MSP}\) of the region
                    in \(R S_{2}^{r}\);
                    square_region \(\leftarrow\) square region that includes the region in \(R S_{2}^{r}\);
                    \(R S M_{2} \leftarrow\) square_region displaced by displacement_MSP2;
                    square_region \(\leftarrow\) square region that includes the region in \(R O_{2}\);
                    \(R O M_{2} \leftarrow\) square_region displaced by displacement_MSP2;
        end if
            // (2) Interpolating the corresponding pixel(s) in \(R O M_{1}\) and/or \(R O M_{2}\)
        for each position p in the region in \(R S_{3}^{r}\) do
            if position p is in the regions in \(R S M_{1}\) and \(R S M_{2}\) then
                pixel \(1 \leftarrow\) value of the position p of \(R O M_{1}\);
                    pixel \(2 \leftarrow\) value of the position p of \(R O M_{2}\);
                    position p of \(F \leftarrow\) linear_interpolation (pixel1, pixel2) // pixel1 and
                    // pixel2 must be translated into a linear color model.
                    else if position p is in the region in \(R S M_{1}\) then
                    position p of \(F \leftarrow\) value of the position p in \(R O M_{1}\)
                    else if position p is in the region in \(R S M_{2}\) then
                    position p of \(F \leftarrow\) value of the position p in \(\mathrm{ROM}_{2}\)
                else
                    error
            end if
        end for
        end for
        return \(F\)
    end function
```



Figure 3.13: Images before and after overlapping: Leftwards and rightwards, respectively
right and left sides of the first and second images, respectively. Although it could be applied the same solution as in the occlusions caused by objects, it is very difficult to "segment" ${ }^{4}$ these areas.


Figure 3.14: Image interpolated with overlapping

[^4]
### 3.5.2 Deforming

The deforming algorithm replaces C5 Coloring_interpolated_mosaic (see Fig. 3.12). In this algorithm (see Alg. 2), for each interpolated binary image $R S_{3}^{r}$ :

1. If $R S_{1}^{r}\left(R S_{2}^{r}\right)$ exists, cut the original color region from $O_{1}\left(O_{2}\right)$ by using $R S_{1}^{r}$ $\left(R S_{2}^{r}\right)$ as a mold and store it in $R O_{1}\left(R O_{2}\right)$. If $R S_{1}^{r}\left(R S_{2}^{r}\right)$ exists, copy the original regions in $R S_{1}^{r}$ and $R O_{1}\left(R S_{2}^{r}\right.$ and $\left.R O_{2}\right)$ into $R S M_{1}$ and $R O M_{1}\left(R S M_{2}\right.$ and $R O M_{2}$ ) so that the MSP of the region in $R S M_{1}\left(R S M_{2}\right)$ coincide with the MSP of the region in $R S_{3}^{r}$. This step includes these sub-steps:
(a) The original binary image $R S_{1}^{r}\left(R S_{2}^{r}\right)$ is used to obtain the corresponding color image $R O_{1}\left(R O_{2}\right)$. The region in the binary image $R S_{1}^{r}\left(R S_{2}^{r}\right)$ is represented with " 1 " and the remainder of this slice, with " 0 ". Then, it was made a point-to-point multiplication of $\left(R S_{1}^{r}, R S_{1}^{r}, R S_{1}^{r}\right)\left[\left(R S_{2}^{r}, R S_{2}^{r}, R S_{2}^{r}\right)\right]$ with the color slice $O_{1}\left(O_{2}\right)$. Hence, the color image obtained $R O_{1}\left(R O_{2}\right)$ includes the color region and the remainder of this image finishes black ( 0 , $0,0)$.
(b) The regions in $R S_{1}^{r}$ and $R O_{1}$ are copied into $R S M_{1}$ and $R O M_{1}$, respectively, so that the MSP of $R S M_{1}$ coincide with the MSP of $R S_{3}^{r}$. It was made moving a squared section that contains the regions in $R S_{1}^{r}$ and $R O_{1}$ in the same magnitude as the distances between the MSPs of $R S_{1}^{r}$ and $R S_{3}^{r}$. The regions in $R S_{2}^{r}$ and $R O_{2}$ are copied into $R S M_{2}$ and $R O M_{2}$ in the same way as $R S_{1}^{r}$ and $R O_{1}$ were copied.
2. If $R S_{1}^{r}\left(R S_{2}^{r}\right)$ exists, deform the region in $R O M_{1}\left(R O M_{2}\right)$ to match the shape of the region in $R S_{3}^{r}$, and store the result in $D S_{1}\left(D S_{2}\right)$. This step requires these sub-steps:
(a) It is computed the compression that equals the translated binary region in $R S M_{1}\left(R S M_{2}\right)$ to its intersection with the interpolated binary region in $R S_{3}^{r}$-i.e. the region in $R S M_{1} \cap$ the region in $R S_{3}^{r}$ (the region in $R S M_{2} \cap$ the region in $R S_{3}^{r}$ )—, and this compression is applied to the corresponding color region in $R O M_{1}\left(R O M_{2}\right)$; the result is stored in $E S_{1}\left(E S_{2}\right)$.
(b) It is computed the expansion that equals the intersection of the regions in $R S M_{1}$ and $R S_{3}^{r}\left(R S M_{2}\right.$ and $\left.R S_{3}^{r}\right)$ to the region in $R S_{3}^{r}$, and the same expansion is applied to the color region in $E S_{1}\left(E S_{2}\right)$; the result is stored in $D S_{1}\left(D S_{2}\right)$. The compression reduce the number of pixels; the expansion multiplies the pixels. So, applying compression and then expansion creates an overrepresentation of some pixels. Therefore, it makes sense to change the order of application of these algorithms. In this case, the intersection is replaced by the union.
3. Finally, if $R S_{1}^{r}$ and $R S_{2}^{r}$ exist, the color regions in $D S_{1}$ and $D S_{2}$ are congruent, so they can be interpolated with any color interpolation method, such as the linear and median methods explained in Secs. A.10.1 and 2.4, respectively; otherwise the interpolated color region is equal to the unique resulting color region. The result of the previous operation is added to $F$.

A central point in this method is the algorithm for compression and expansion (expanding_or_compressing_Image). This algorithm is used in the steps 2 (a) and 2 (b). It is based on the big region and the small region concepts. Suppose two paired regions (these regions are in different slices). It is supposed that they are put in two new slices. A region is put in a slice and the other region is put over it. In the other slice, the regions are put changing places. The big region is the region that covers the other region in a slice; and the small region is the region that overlaps the other region without covering it in the other slice. For example, there is a magenta region and a green one in Fig. 3.15. If these matched regions are put one over the other, either the small region overlaps - then, does not cover - the big one or the big region covers - then, does not overlap - the small one (see Fig. 3.16).

Although in the following sections only color regions are mentioned, the borders of these regions are taken from the corresponding binary regions, as it is impossible to know where color regions without labels finish. Accordingly, pixels are taken from and put into color regions.

```
Algorithm 2 Deforming algorithm
    function DEFORMING \(\left(O_{1}, O_{2}\right.\) :colorSlice; \(R S_{1}, R S_{2}, R S_{3}\) :array of binaryImage)
        \(F\) :colorSlice; \(R S M_{1}, R S M_{2}\) :binaryImage
        \(D S_{1}, D S_{2}, E S_{1}, E S_{2}, R O_{1}, R O_{2}, R O M_{1}, R O M_{2}\) :colorImage
        for each image \(R S_{3}^{r}\) do
            if \(R S_{1}^{r}\) exists then // (1)
                    \(R O_{1} \leftarrow\left(R S_{1}^{r}, R S_{1}^{r}, R S_{1}^{r}\right)^{*} . O_{1} ; \quad / /\) (1a) Cut the original color region
                    // (1b) Move the original regions
                    displacement_MSP1 \(\leftarrow\) MSP of the region in \(R S_{3}^{r}-\mathrm{MSP}\) of the region
                    in \(R S_{1}^{r}\);
                    square_region \(\leftarrow\) square region that includes the region in \(R S_{1}^{r}\);
                    \(R S M_{1} \leftarrow\) square_region displaced by displacement_MSP1;
                    square_region \(\leftarrow\) square region that includes the region in \(R O_{1}\);
                    \(R O M_{1} \leftarrow\) square_region displaced by displacement_MSP1;
            end if
            if \(R S_{2}^{r}\) exists then
                    \(R O_{2} \leftarrow\left(R S_{2}^{r}, R S_{2}^{r}, R S_{2}^{r}\right)^{*} . O_{2} ; \quad / /\) (1a) Cut the original color region
                    // (1b) Move the original regions
                    displacement_MSP2 \(\leftarrow\) MSP of the region in \(R S_{3}^{r}-\mathrm{MSP}\) of the region
                    in \(R S_{2}^{r}\);
                        square_region \(\leftarrow\) square region that includes the region in \(R S_{2}^{r}\);
                    \(R S M_{2} \leftarrow\) square_region displaced by displacement_MSP2;
                    square_region \(\leftarrow\) square region that includes the region in \(R \mathrm{O}_{2}\);
                    \(R O M_{2} \leftarrow\) square_region displaced by displacement_MSP2;
            end if
            if \(R S_{1}^{r}\) exists then // (2)
                \(E S_{1} \leftarrow\) expanding_or_compressingImage \(\left(R O M_{1}, R S M_{1}, R S M_{1} \cap R S_{3}^{r}\right.\),
                "compress");
                \(D S_{1} \leftarrow\) expanding_or_compressingImage \(\left(E S_{1}, R S M_{1} \cap R S_{3}^{r}, R S_{3}^{r}\right.\),
                "expand");
            end if
            if \(R S_{2}^{r}\) exists then
                \(E S_{2} \leftarrow\) expanding_or_compressingImage \(\left(R O M_{2}, R S M_{2}, R S M_{2} \cap R S_{3}^{r}\right.\),
                "compress");
                \(D S_{2} \leftarrow\) expanding_or_compressingImage \(\left(E S_{2}, R S M_{2} \cap R S_{3}^{r}, R S_{3}^{r}\right.\),
                    "expand");
            end if
            if \(R S_{1}^{r}\) and \(R S_{2}^{r}\) exist then // (3)
                \(F \leftarrow F \cup\) anyColorInterpolationMethod \(\left(D S_{1}, D S_{2}\right)\)
            else if \(R S_{1}^{r}\) exists then
                \(F \leftarrow F \cup D S_{1}\)
            else if \(R S_{2}^{r}\) exists then \(F \leftarrow F \cup D S_{2}\)
                end if
        end for
        return \(F\)
    end function
```



Figure 3.15: A big and a small regions: Leftwards and rightwards, respectively


Figure 3.16: The small region overlaps the big one (leftward) while the big region covers the small one (rightward)

### 3.6 The Algorithm for Compression and Expansion

This algorithm is able to compress and expand regions. In the compression, it distributes (copies) the pixels in the big region within the small one; while, in the expansion, it stretches the pixels in the latter within the former ${ }^{5}$.

A region can be seen as a set of line segments. The fundamental idea to compress and expand regions is to distribute pixels along line segments. Thus, in the compression, it distributes the pixels of each line segment belonging to the big region within the part of this segment within the small one; while, in the expansion, it stretches the latter pixels within the former ones.

The challenge is to define adequate line segments. As a big region encloses a small one, it is clear that each segment have to begin in the border of the former. It is also

[^5]clear that each segment should finish within the small region. The question is where. The approach used in this work suppose that the line segments finish in the nucleus - the part of the skeleton of the big region inside the small one. However, under some circumstances the nucleus can be replaced by a connected component called birthplace (see Sec. 3.6.2).

### 3.6.1 Compression and Expansion between the Borders and the Nucleus

Every region has a skeleton. In this work, it was calculated in Matlab with bwmorph operation "skel". This operation uses lookup tables to remove iteratively pixels from the borders but without allowing that the regions break apart ${ }^{6}$.

As it is deduced from Sec. B.8, there is an associated skeleton point along the (interior) normal from each point in the border of a region. Consequently, there is a line segment from each point in the borders to the skeleton.

Therefore, the line segments beginning in the big region and finishing in the skeleton could be used to compress and expand. In the compression, each (line) segment is compacted in the part of it within the small region. In the expansion, the part of each segment within the small region is extended in the whole segment. However, some parts of the big region skeleton extend outside the small region. Thus, the segments that finish in these parts might not pass through the small region. Consequently, there are no pixels to stretch in the expansion, or place to distribute the pixels in the compression. To solve this problem, it was proposed that these segments finish at the nearest point inside the small region belonging to the skeleton, i.e. the nucleus.

In addition, several adjustments were needed since the borders could be imperfect in discrete images. This has two consequences: the skeletons and the line segments could be incorrect. In the case of the skeletons, spurious branches could start in the

[^6]borders. In the case of the line segments, their gradient could not be normal to the real border so the line segments do not finish in the right point of the skeleton. An option to solve this problem is to use some skeletonization method that gives for each point in the border the corresponding point in the skeleton.

In particular, the method based on skeletons get bad results with circles and annuli because their skeletons are neither points nor circumferences, respectively, and the segments swing significantly around the correct value - some segments have too much gradient; some, too low. Hence better results are obtained on circles by using Compression and Expansion between the Outer Border and a Set of Points (see Sec. J.1) and on annulus by using Compression and Expansion between the Borders and Rings (see Sec. J.2). For example, there are ring-shaped areas and a circle in the compact disc images (see Fig. 4.13). Their interpolations using skeletons and birthplaces are shown in Fig. 3.17.

(a)

(b)

Figure 3.17: Interpolated image of the sequence called compact disc by using (a) skeletons and (b) birthplaces

This approach sometimes fails when the big region overlaps the borders. Here, the color interpolation fails because it is impossible to compute an "adequate" skeleton for the big region because the region represents an object that extends outside the image. On one hand, there is a part of the skeleton outside the region. On the other hand, "artificial" branches are added to the skeleton from the points where the region
intersects the image border. If this region has a hole, it is possible to get better results by using Compression and Expansion between the Borders and Rings (see Sec. J.2) since this method eliminates the artificial branches. However, it could also eliminate correct branches. Another possibility - that was not proved - is erasing the artificial branches.

In particular, this approach is unable to manage non-paired border regions without holes adequately since the grey-level interpolation algorithm might process these regions incorrectly. In addition, if it could process them correctly, it would give an interpolated region whose outer border overlaps the big region nucleus. In this case, the compression reduces the exterior region (the part of the big region that is outside the small region) to the outer border, and it copies the rest of the big region in the small one, what distorts the interpolated region. This problem can be avoided processing the border regions with other methods, such as the Compression and Expansion between the Borders and an Artificial Connected Component method (see Sec. J.3).

This approach also can fail when a rough or turning border change much the gradient, so that two consecutive (line) segments could left an empty area (see Fig. 3.18). Particularly, where the border is shorter than the nucleus (each point in the border originates only one segment towards the nucleus). For this reason, when two consecutive segments end in the nucleus, new segments are drawn between them (see Fig. 3.18). If one or both segments finish elsewhere, no action is taken.

Following the aforementioned ideas, it was constructed the expanding_or_compressing_Image algorithm (see below, Alg. 3). This algorithm can compress or expand an image. It has these steps:
(1) The compression and expansion are similar, so it is possible to unify them in the same algorithm. This step follows this goal by filling the small and big regions. Notice that in "expand" the final region is the big one, and in "compress" the final region is the small one.


Figure 3.18: A leg before (leftward) and after (rightward) tracing segments
(2) It computes the portion of the skeleton of the big region inside the small region. This is the nucleus.
(3) It computes the external borders from the big region and from its holes, and store them in bordes.
(4) First, it calculates the gradient of the big region by using convolution with the $5 \times 5$ kernel proposed by Kroon (see Sec. A.6.2) - the convolution fills with zeros the borders of the image that contains this region. Second, where the border of the big region covers the border of the image, it replaces the previous gradient with the normal to the image border.
(5) Color tracing between the borders of the big region and the nucleus.
(5.1) Only the borders of the region are useful. However, bordes contains borders from the region and from its holes. Consequently, when a border belongs to a hole, it finds the adjacent border of the region.
(5.2) For each point in the border of a region, it finds the segment to the skeleton or the opposite border, and stores it in camino. It also finds the segment from the next point in the border to the skeleton or the opposite border, and stores it in camino_siguiente. Although line segments have two ends, it was considered that the end on the first border is the beginning and that the other end is the end. If camino ends in the nucleus,
(5.2.1) the pixels along camino are copied along the part of it inside the small region in the compression and the pixels along camino inside the small region are stretched along camino in the expansion. In addition, if camino_siguiente ends in the nucleus, it calls the trace_segments procedure.
(5.2.2) otherwise, it finds the path within the big region to the nearest point
belonging to the nucleus, called camino_al_nucleo, and it does the compression and expansion detailed in the previous step by using this auxiliary path. In this case, it does not call the trace_segments procedure since two consecutive paths usually do not leave empty areas as they should finish in the same point of the nucleus.

```
Algorithm 3 expanding_or_compressing_Image_by_using_skeleton algorithm
    function EXPANDING_OR_COMPRESSING_IMAGE(Rcolorinicial: colorImage;
    Rinicial, Rfinal: binaryImage, operacion: string)
        Rcolorfinal: colorRegion
        Rbig, Rsmall, borde: binaryImage
        bordes: array // See the description of bordes in the description of B in
        // http://www.mathworks.com/help/images/ref/bwboundaries.html
        camino, camino_siguiente: line segment
        // (1) These sentences allow that the expansion and the compression work in
        // the same algorithm. The next instruction belongs to Matlab.
        if strcmp (operacion, "expand") \(==1\) ) then
        Rsmall \(=\) Rinicial
        Rbig \(=\) Rfinal
        else
        Rsmall \(=\) Rfinal
        Rbig \(=\) Rinicial
    end if
```

    // (2) Finding the nucleus (area of Rbig skeleton inside of Rsmall).
    esqueleto \(\leftarrow\) skeleton \((R b i g)\)
    nucleo \(\leftarrow\) esqueleto \(\cap\) Rsmall
    // (3) Finding the border(s) of the region
    borde \(=\) bwperim \((\) Rbig \() ; \quad / /\) Matlab sentence that obtains the borders from
    // the region.
    bordes \(=\) bwboundaries (Rbig, 4, 'holes'); // Matlab sentence that obtains
    // the external borders from the region and from its holes.
    // (4) Calculating the vertical and horizontal components of the gradient of
    // Rbig
    \([G v, G h]=\) GRADIENTE \((\) Rbig, borde \()\);
    ```
Algorithm 4 expanding_or_compressing_Image_by_using_skeleton algorithm (contin-
ued)
    // (5) Color tracing between the borders of Rbig or Rsmall and the nucleus.
    for each boundary P in bordes do
        // (5.1)
        if P belongs to the foreground then
            circunvalacion \(\leftarrow \mathrm{P}\)
        else // Obtaining the internal boundary adjacent to P .
            [x_pixel_del_borde_de_un_agujero, y_pixel_del_borde_de_un_agujero] \(\leftarrow\)
            any pixel q adjacent to P and belonging to Rbig
            circunvalacion \(=\) bwtraceboundary (borde, [x_pixel_del_borde_de_un_
            agujero, y_pixel_del_borde_de_un_agujero], 'N', 4); // Matlab sentence
            // that obtains the internal border from Rbig that includes the pixel q.
            end if
            // (5.2) Tracing of segments
            for each pixel p in circunvalacion do
                camino \(=\) buscarSegmento_al_Esqueleto_o_al_Borde_Opuesto (p, Rbig,
                esqueleto, Gv, Gh);
                camino_siguiente = buscarSegmento_al_Esqueleto_o_al_Borde_Opuesto
                (pixel after p in circunvalacion);
                if camino ends in the nucleo then // (5.2.1) Trace camino
                    Rcolorfinal \(=\) ponerPixeles_en_la_forma_small_o_big (camino,
                    Rcolorinicial, Rcolorfinal, Rsmall, Rbig, operacion);
                if camino_siguiente ends in the nucleo then // Color tracing from
                // the circunvalacion to the nucleo between camino and
                // camino_siguiente.
                trace_segments (camino, camino_siguiente, Rcolorinicial,
                    Rcolorfinal, Rbig, Rsmall);
                    else // (5.2.2) Find the path within Rbig to the nearest point
                    // belonging to the nucleo, and draw this path.
                camino_al_nucleo = Buscar_camino_al_nucleo_de_la_imagen (p,
                nucleo);
                Rcolorfinal = ponerPixeles_en_la_forma_small_o_big (camino_al_
                nucleo, Rcolorinicial, Rcolorfinal, Rsmall, Rbig, operacion);
            end if
            end if
            end for
        end for
    return Rcolorfinal
    end function
```


## Drawing Line Segments between Consecutive Ones

This algorithm traces (line) segments from a border to a nucleus between camino and camino_siguiente. However, tracing segments when it is unnecessary degrades the performance and the image quality. For this reason, this algorithm (see below, Alg. 5) only computes new segments after checking some conditions (the first two steps). In spite of this, at times it redraws some pixels.

The steps of this algorithm are:

1. Check that the ends of the segments are neither adjacent nor finish in the same point. As camino and camino_ siguiente begin in the border and are consecutive, the (1-norm) distance between their beginnings is one. Consequently, if their ends finish in the nucleus at a distance lesser or equal to one, they cannot leave empty areas between them. Therefore, only if the ends distance is greater than one, they could left empty areas between them. For example, the colored segments in the image (a) in Fig. 3.19 are adjacent. Therefore it is impossible to trace segments between them. The distance between the ends of the blue segment that is adjacent to the green one is 2 ; this shows that a distance between the ends greater than one is not sufficient to assure that two consecutive segments are not adjacent.
2. Check that these segments do not intersect ${ }^{[7]}$. For example, in the image (b) in Fig. 3.19 the green segment was traced first and the red one later.
3. Sometimes consecutive segments leave empty areas between them. For example, the green and the red, and the red and the blue ones in the image (c) in Fig. 3.19. As each segment is a part of a line, it tries to find the intersection point, Interseccion, of the lines corresponding to these consecutive segments.
4. Find the shortest path with 1-norm distance between camino and camino_ siguiente along the nucleus; store it in recorrido_nucleo and its length in indice.
[^7]As the nucleus is a subset of a skeleton, it is possible that the nucleus is not connected. In this case, there is no path along the nucleus between the segments.
5. If recorrido_nucleo exists, for each pixel belonging to recorrido_nucleo except the first:
(a) Find the segment camino_entre_medio whose ends are Interseccion and the pixel.
(b) In the compression, the pixels between the outer border of the big region and the nucleus along camino_entre_medio are put between the outer border of the small region and the nucleus along camino_ entre_medio. In the expansion, the pixels along camino_entre_medio between the outer border of the small region and the nucleus are put into camino_entre_medio between the outer border of the big region and the nucleus.

### 3.6.2 Birthplaces

Sometimes a skeleton does not represent the "ideal" shape correctly. For example, this happens to circles and annuli. In the case of a circle, the skeleton should be a point at the center. In the case of an annulus, the skeleton should be a ring midway the borders of the ring. However, spurious branches start from the bordes. Sometimes, a skeleton does not represent the shape because part of the shape lies outside of the image.

In these cases, a birthplace could take the place of the skeleton. A birthplace can be a point, a line segment, two or three consecutive line segments, a ring, or something more complex. However, only points and rings were implemented in this work.

The idea is to replace the nucleus with a birthplace. The nucleus takes the part of the skeleton of a big region that lies in a small one. Consequently, the birthplace is


Figure 3.19: A leg with adjacent segments (a), with intersected segments (b), and with segments that leave empty areas (c)

```
Algorithm 5 trace_segments algorithm
    function TRACE_SEGMENTS(camino, camino_siguiente: line segment,
    Rcolorinicial: colorRegion; Rbig, Rsmall, nucleo: binaryImage, operacion:
    string)
        Rcolorfinal: colorRegion
        camino_entre_medio: line segment
        // (1) to avoid unnecessary complex calculus, it checks that their distance
        // (1-norm) in the nucleus is greater than one.
        if block distance between the ends of camino and camino_siguiente \(>1\) then
            // (2) to avoid redrawing some pixels, it verifies that the segments do not
            // intersect.
            if camino and camino_siguiente do not intersect then
                // (3) it tries to intersect the lines that contain these segments.
                Find the intersection point (Interseccion) between the lines to which
                camino and camino_siguiente belong to.
                if this intersection point exists then
                    // (4) it computes a path in the nucleus between the ends.
                    Find the shortest path with 1-norm distance between camino and
                        camino_siguiente along nucleo; store it in recorrido_nucleo and its
                        length in indice.
                        // (5) If this path exists, it computes new segments from the
                    // intersection to the points in the path and traces the part of these
                    // segments from the border to the path.
                    if this path exists then
                        // For each pixel in recorrido_nucleo except the first
                for \(\mathrm{i}=2\) :indice do
                            // Find the segment between the intersection and recorrido_
                                    // nucleo(i).
                                    camino_entre_medio = Buscar_camino (Interseccion,
                                    recorrido_nucleo(i))
                                    // Trace segment along camino_entre_medio between the outer
                                    // border of the small or big region and the nucleus.
                                    Rcolorfinal = ponerPixeles_en_la_forma_small_o_big
                                    (camino_entre_medio, Rcolorinicial, Rcolorfinal, Rbig,
                                    Rsmall, operacion);
                                end for
                    end if
                end if
            end if
        end if
        return Rcolorfinal
    end function
```

computed on the small region as computing it on the big region could leave it outside the small region.

Considering that shrinking applied on a region without holes gives a point (MSP) at or near the geometric center of the region, this method was chosen to compute the birthplace. The compression and expansion between the outer border and a set of points is explained in Sec. J.1. If a region has holes, shrinkage gives a ring. The compression and expansion between the borders and rings is explained in Sec. J.2.


## Comparisons of Color Interpolation Methods

Finally, this work compared the interpolation methods programmed before, i.e. the new interpolation methods (see Chapter 3) and the existent ones (see Appendix D). To do this comparison, the image quality of the interpolated images was assessed. Although this comparison can be done subjectively or objectively [112], this work used the latter approach since the former is more burdensome and expensive [180] (see more detail in Sec. A.11).

A method belonging to the full-reference class was used: the feature similarity color index $\left(\mathrm{FSIM}_{C}\right)$. It was chosen since it achieved the best overall performance in an evaluation of algorithms belonging to its class [233]. The methods belonging to this class compare a distorted image with a distortion-free one. The $\mathrm{FSIM}_{C}$ method evaluated the interpolated images by considering the second of three-consecutive images as the distortion-free image, and the different interpolations of the first and the third, as the distorted one [70].

### 4.1 Selecting Sequences of Images

Image interpolation has two application areas: temporal and spatial (see Sec. A.10). However, some sequences of images do not belong to any of them. Consequently, these
images should not be interpolated ${ }^{1}$. For example, the images taken from a moving car belonging to the KITTI Vision Benchmark Suite [62]. Here, the images are taken both at different times and at different places.

In this work, the images were selected only for convenience (convenience sampling). Some sequences of three color images were taken from the Internet: walkcircle (frame0001.tif, frame0002.tif, frame0003.tif; processed as PNG images), walkstraight (frame0045.tif, frame0048.tif, frame0051.tif; processed as PNG images), and walkstraight_error (frame0040.tif, frame0045.tif, frame0050.tif; processed as PNG images) from [186]; army (frame07.png, frame10.png, frame13.png), basketball(frame12.png, frame13.png, frame14.png), beanbags (frame10.png, frame11.png, frame12.png), dogdance (frame07.png, frame10.png, frame13.png), dumptruck (frame07.png, frame10. png, frame13.png), hydrangea (frame07.png, frame10.png, frame13.png), minicooper (frame07.png, frame10.png, frame13.png), and wooden (frame07.png, frame10.png, frame13.png) from a database for optical flow [13]. The initial and final images belonging to each sequence of images mentioned in this paragraph are shown below.


Figure 4.1: Initial (leftwards) and final (rightwards) images of the sequence called walkcircle

[^8]

Figure 4.2: Initial and final images of the sequence called walkstraight: Leftwards and rightwards, respectively


Figure 4.3: Initial and final images of the sequence called walkstraight_error: Leftwards and rightwards, respectively. This sequence is inappropriate for interpolation as there is too much change between the images. In the first image, the right leg and shoe are almost completely overlapped by the left ones; in the last one, the former are visible.


Figure 4.4: Initial and final images of the sequence called army: Leftwards and rightwards, respectively


Figure 4.5: Initial and final images of the sequence called basketball: Leftwards and rightwards, respectively


Figure 4.6: Initial and final images of the sequence called beanbags: Leftwards and rightwards, respectively


Figure 4.7: Initial and final images of the sequence called dogdance: Leftwards and rightwards, respectively


Figure 4.8: Initial and final images of the sequence called dumptruck: Leftwards and rightwards, respectively


Figure 4.9: Initial and final images of the sequence called hydrangea: Leftwards and rightwards, respectively


Figure 4.10: Initial and final images of the sequence called minicooper: Leftwards and rightwards, respectively
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Figure 4.11: Initial and final images of the sequence called wooden: Leftwards and rightwards, respectively

Other sequences of images were homemade: ceramic (ceramic00188.jpg, ceramic 00189.jpg, ceramic00190.jpg), compact disc (CD169.jpg, CD170.jpg, CD171.jpg), Santa (santa505.jpg, santa506.jpg, santa507.jpg), walkingVGA (walking00124.jpg, walking00125.jpg, walking00126.jpg), and walking5M (walking5M411.png, walking5M412. png, walking5M413.png). The initial and final images belonging to each sequence of images mentioned in this paragraph are shown below.


Figure 4.12: Initial and final images of the sequence called ceramic: Leftwards and rightwards, respectively


Figure 4.13: Initial and final images of the sequence called compact disc: Leftwards and rightwards, respectively


Figure 4.14: Initial and final images of the sequence called Santa: Leftwards and rightwards, respectively


Figure 4.15: Initial and final images of the sequence called walkingVGA: Leftwards and rightwards, respectively


Figure 4.16: Initial and final images of the sequence called walking5M: Leftwards and rightwards, respectively

### 4.2 Statistical Analysis

The objective is to compare the previous methods (linear, and median) with the new ones. Comparing interpolation methods is a little complex since some methods function with some images better than with others. Therefore, it is necessary to apply statistics to draw right conclusions. Specifically, to find if the new methods are better than the older ones. In other words, testing if the means of the new methods are greater than the means of the old ones.

It is necessary to choose a statistical test. This is a critical decision as it can change the interpretation of data [100]. If several tests are available, it should be chosen the test with the greatest power. Usually, parametric tests are more powerful than non-parametric ones but also have stronger assumptions. If these assumptions are not satisfied, it is better to use non-parametric tests 100 .

As, in this work, the same images undergo different treatments, the samples can
be paired. In other words, two methods are applied to the same set of images, and the (two) results for each image are paired. For paired samples, a paired difference test (see Sec. H.7) should be applied. If a sample of differences comes from a normal population with standard deviation unknown, a t-test for correlated samples is appropriate [66]. Sometimes it is necessary to check normality (see Sec. H.6).

If there is no normality, it is compulsory to apply a non-parametric test, such as the sign or the Wilcoxon signed-rank test. The former test has no assumptions; the latter requires a symmetrical sample, i.e. a sample without skewness (see Sec. H.5).

All these tests require random samples. As the samples obtained are non-random, these test cannot be applied. Even worse, there is no statistically justified method for probability analysis and inference about the quality of the results obtained from convenience samples [7]. For these reasons, the statistical analysis was discarded.

### 4.3 Results and Discussion

The interpolation methods are not suitable to interpolate the sets of images taken when there is a forward or backward camera movement or a zooming. When a camera moves forward or zooms, it seems as expanding the first images and taking away picture-frame-like areas from the border of the next images. When a camera moves backward, it seems as compressing the first images and adding picture-frame-like areas around the next images (see Fig. 4.13). These camera movements also produce parallax errors so they should be tackled by methods designed to compensate for parallax. For this reason, the compact disc sequence of images was excluded from the analysis.

The same parallax problem, but to a lesser extent, occurs when a camera moves up, down, right or left. In this case, it is expected that after "segmenting" ${ }^{2}$ the areas that are added or took away, the interpolation methods could be applied without

[^9]changes. Although this phenomenon affects the army and dogdance sequences (they show a little horizontal movement), they were included in the analysis.

In the overlapping method, usually there were seams where the part interpolated linearly met the part interpolated with nearest-neighbor. For example, when only the dumptruck was interpolated (see Fig. 4.17), the interpolation of its rear wheels showed a seam where the part interpolated linearly -all the truck except the lower part of the rear wheels- met the part interpolated with nearest-neighbor -the lower part of the rear wheels, over the blurred area.

In this method, when an object included in a region was occluded, sometimes the interpolation was blurred. For example, in the chute that belongs to the dumptruck (see Fig. 4.17). It is owed to the fact that the grey-level interpolation algorithm uses the MSP to center the regions, but as part of the rear wheels are not visible in the first image, the computed MSP did not coincide with the real MSP. Then, the moved regions were not aligned.


Figure 4.17: Interpolation considering the dumptruck as a region

The interpolated images from the new methods depend on the segmentation of the images. For example, several interpolations for the dumptruck images were made. Only the Mercedes, its shade and the area enclosed by them were segmented. The Mercedes always was part of a region. The shade and the area were part of the same region as the Mercedes, or isolated regions, or part of the background. The rest of the image was always considered background. Consequently, four partitions were obtained.

The first partition considered the car, its shade and the enclosed area as separate regions. This interpolation gave the worst result. It was caused by the inaccurate segmentation of the car and the shade (this was inevitable as both areas are dark where they met). This impeded to compute the center of these regions correctly, so they were not well overlapped (see Fig. 4.18).


Figure 4.18: Interpolation considering the car, its shade and the enclosed area as separate regions

The second partition considered only the car as a region. This interpolation gave a much better result, but it was still bad. It was caused by the inaccurate segmentation
of the car and its shade. This impeded to compute the center of the car correctly, so it was not well overlapped (see Fig. 4.19).


Figure 4.19: Interpolation considering only the car as a region
The third partition considered the car, its shade and the enclosed area as a region. This interpolation got a better result. In this case, the center of the region was well computed, so it was moved correctly (see Fig. 4.20).

The last partition considered the car and its shade as a region and the enclosed area as another. This interpolation got the best result. The car and the shade had the same interpolation as in the previous case. The area was better interpolated (the strong contrast between the area and the other object allowed its accurate segmentation). It was possible to appreciate the difference between the areas in both interpolated images by applying zooming to them, but it was impossible to detect the improvement by doing so (it is necessary the ground truth image or the original images). Therefore, this interpolation is not shown.

It was tried to interpolate more regions of the dumptruck image with the new


Figure 4.20: Interpolation considering the car, its shade and the area as a region
methods. For example, in addition to the regions segmented in the last partition, it was added the dumptruck. The result was worse than those of the two previous cases (see the black areas around the regions in Fig. 4.21) because the grey-level interpolation considered all these regions as a complex connected component when they are not (the objects that they represent are independent). Consequently, it computed the interpolation of this component, what assigned some parts of the dumptruck, the Mercedes and its shade to the background and vice versa (see Fig. 4.22).

A table was segmented in the wooden sequence (see Fig. 4.23). Its interpolation with the overlapping and deforming methods is shown in Fig. 4.24. The interpolation of this table showed that the overlapping method did not consider the rotation of the objects (the shade within the table had the same orientation of the shades below the original tables). The deforming method was able to do a much better interpolation. Although it also did not consider the rotation of the objects, the texture of the table hid this.


Figure 4.21: Interpolation considering the car and its shade, the enclosed area, and the dumptruck as three separate regions


Figure 4.22: Grey-level interpolated mosaics belonging to the the car, its shade, and the enclosed area; to the dumptruck, and to all of them, respectively.


Figure 4.23: Table segmented in the wooden sequence


Figure 4.24: Table in wooden interpolated with overlapping and deforming; the rest of the image was interpolated with overlapping

The results obtained from the different interpolations are summarized in a couple of tables. When a sequence was segmented several times, only the best result was included. These are the identifications (Id.), names, and descriptions of the different interpolation methods used:
(a) linear: Linear interpolation applied to the original images.
(b) median: Median image generation for color images of Iwanowski and Serra applied to the original images.

From (c) to (s), each couple of paired regions can be interpolated with either overlapping or deforming. Moreover, there are three independent options to perform the latter (eight combinations). Therefore, to interpolate two images, there are seventeen possible combinations. The substrings in the name of the file describe which combinations were applied to the original images (see tables 4.1 and 4.2).

Although it is possible and sometimes recommendable to apply "Birthplace" to some regions and, at the same time, "Skeleton" to others, this variation was not implemented (the same happens with "CE" and "EC", and "linear" and "median").

The results of $\mathrm{FSIM}_{C}$ computed on the different sequences of images are shown

Table 4.1: Methods applied according to its name

| Substring | Methods applied |
| :--- | :--- |
| overlapping | Overlapping processed at least a couple of paired regions. |
| Birthplace | Deforming processed at least a couple of paired regions by <br> deforming between the borders and the birthplace. |
| Skeleton | Deforming processed at least a couple of paired regions by <br> deforming between the borders and the skeleton. |

Table 4.2: Types of deforming applied to an interpolation according to its name

| Substring | Type of deforming applied |
| :--- | :--- |
| CE | It was applied compression, then expansion. |
| EC | It was applied expansion, then compression. |
| linear | The linear interpolation method was applied to paired <br> deformed regions. |
| median | The color median of Iwanowski and Serra was applied <br> to paired deformed regions. |

in tables 4.3 and 4.4B. Sometimes the best result between the new methods was obtained using exclusively either overlapping, such as in dumptruck, or deforming, such as in army and wooden. In this case, the results showed from $l, \ldots, s$ correspond either to $c$, or to $d, \ldots, k$.

[^10]Table 4.3: $\mathrm{FSIM}_{C}$ calculated for several interpolation methods (part I)

| Id. | Interpolation method | 宽 |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| a | linear | 0.878 | 0.924 | 0.935 | 0.927 | 0.809 | 0.930 | 0.780 |
| b | median | 0.931 | 0.944 | 0.941 | 0.923 | 0.802 | 0.936 | 0.783 |
| c | overlapping | 0.913 | 0.942 | 0.937 | 0.934 | 0.811 | 0.936 | 0.791 |
| d | BirthplaceCElinear | 0.928 | 0.916 | 0.889 | 0.924 | 0.780 | 0.927 | 0.788 |
| e | BirthplaceCEmedian | 0.929 | 0.929 | 0.896 | 0.916 | 0.771 | 0.926 | 0.781 |
| f | BirthplaceEClinear | 0.928 | 0.915 | 0.878 | 0.920 | 0.789 | 0.927 | 0.788 |
| g | BirthplaceECmedian | 0.929 | 0.929 | 0.881 | 0.913 | 0.778 | 0.924 | 0.781 |
| h | SkeletonCElinear | 0.918 | 0.914 | 0.913 | 0.896 | 0.785 | 0.928 | 0.786 |
| I | SkeletonCEmedian | 0.929 | 0.944 | 0.914 | 0.914 | 0.789 | 0.926 | 0.786 |
| j | SkeletonEClinear | 0.923 | 0.909 | 0.91 | 0.897 | 0.785 | 0.928 | 0.785 |
| k | SkeletonECmedian | 0.933 | 0.944 | 0.911 | 0.915 | 0.791 | 0.927 | 0.786 |
| 1 | overlappingBirthplaceCElinear | 0.928 | 0.945 | 0.938 | 0.935 | 0.816 | 0.936 | 0.792 |
| m | overlappingBirthplaceCEmedian | 0.929 | 0.951 | 0.937 | 0.935 | 0.811 | 0.936 | 0.792 |
| n | overlappingBirthplaceEClinear | 0.928 | 0.945 | 0.938 | 0.935 | 0.816 | 0.936 | 0.792 |

Continued on next page
Table 4.3 - Continued from previous page

| Id. | Interpolation method | 宽 |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| O | overlappingBirthplaceECmedian | 0.929 | 0.951 | 0.936 | 0.935 | 0.810 | 0.936 | 0.792 |
| p | overlappingSkeletonCElinear | 0.918 | 0.946 | 0.936 | 0.934 | 0.817 | 0.936 | 0.792 |
| q | overlappingSkeletonCEmedian | 0.929 | 0.952 | 0.936 | 0.932 | 0.812 | 0.936 | 0.793 |
| r | overlappingSkeletonEClinear | 0.923 | 0.944 | 0.936 | 0.934 | 0.817 | 0.936 | 0.791 |
| S | overlappingSkeletonECmedian | 0.933 | 0.952 | 0.936 | 0.932 | 0.812 | 0.936 | 0.793 |
|  |  |  |  |  |  |  |  |  |

Table 4.4: $\mathrm{FSIM}_{C}$ calculated for several interpolation methods (part II)

| Id. | Interpolation method |  |  |  |  |  |  |  | 咗 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| a | linear | 0.882 | 0.918 | 0.945 | 0.758 | 0.820 | 0.902 | 0.895 | 0.782 |
| b | median | 0.892 | 0.919 | 0.952 | 0.753 | 0.827 | 0.893 | 0.880 | 0.843 |
| c | overlapping | 0.905 | 0.921 | 0.969 | 0.788 | 0.829 | 0.938 | 0.889 | 0.855 |
| d | BirthplaceCElinear | 0.889 | 0.915 | 0.923 | 0.731 | 0.789 | 0.871 | 0.846 | 0.861 |
| e | BirthplaceCEmedian | 0.891 | 0.913 | 0.924 | 0.726 | 0.789 | 0.861 | 0.838 | 0.860 |
| f | BirthplaceEClinear | 0.889 | 0.914 | 0.926 | 0.732 | 0.792 | 0.869 | 0.846 | 0.861 |
| g | BirthplaceECmedian | 0.891 | 0.912 | 0.925 | 0.730 | 0.792 | 0.858 | 0.839 | 0.860 |
| h | SkeletonCElinear | 0.896 | 0.899 | 0.941 | 0.747 | 0.804 | 0.89 | 0.878 | 0.852 |
| I | SkeletonCEmedian | 0.900 | 0.912 | 0.941 | 0.747 | 0.813 | 0.881 | 0.863 | 0.866 |
| j | SkeletonEClinear | 0.896 | 0.900 | 0.944 | 0.747 | 0.817 | 0.887 | 0.876 | 0.853 |
| k | SkeletonECmedian | 0.901 | 0.916 | 0.942 | 0.749 | 0.821 | 0.877 | 0.873 | 0.867 |
| 1 | overlappingBirthplaceCElinear | 0.909 | 0.920 | 0.969 | 0.792 | 0.829 | 0.938 | 0.921 | 0.861 |
| m | overlappingBirthplaceCEmedian | 0.909 | 0.919 | 0.968 | 0.791 | 0.829 | 0.938 | 0.921 | 0.860 |
| n | overlappingBirthplaceEClinear | 0.909 | 0.920 | 0.969 | 0.791 | 0.829 | 0.938 | 0.921 | 0.861 |

Table 4.4 - Continued from previous page

| шәроом | $\begin{aligned} & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ | $\begin{aligned} & \text { N } \\ & \infty \\ & \infty \\ & 0 \end{aligned}$ | $\begin{aligned} & 0 \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ | $\begin{aligned} & \infty \\ & \infty \\ & \infty \\ & 0 \\ & \hline \end{aligned}$ | $\begin{aligned} & 1 \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $$ | $\begin{aligned} & \underset{1}{2} \\ & 0 . \end{aligned}$ | $\underset{\sim}{\circ}$ | $\begin{aligned} & \text { O} \\ & \text { O} \\ & \hline \end{aligned}$ | $\stackrel{\rightharpoonup}{\mathrm{N}}$ |
| ұЧ们етұ | $\begin{array}{\|l\|l\|} \hline 1 \\ 0 \\ 0 \\ 0 \\ 0 \end{array}$ | $$ | $$ | $\begin{aligned} & \infty \\ & \stackrel{\infty}{\circ} \\ & \hline 0 \end{aligned}$ | $\begin{aligned} & 0 \\ & \underset{\sim}{0} \\ & 0 \\ & 0 \end{aligned}$ |
|  | $\begin{aligned} & 0 \\ & \underset{\sim}{2} \\ & \infty \\ & 0 \\ & \hline \end{aligned}$ | $\begin{aligned} & 0 \\ & \underset{\sim}{\infty} \\ & \infty \\ & 0 \end{aligned}$ | $\begin{aligned} & \underset{\sim}{2} \\ & \text { N } \\ & 0 \\ & \hline \end{aligned}$ | $\begin{aligned} & 0 \\ & \underset{\sim}{\infty} \\ & \infty \\ & 0 \end{aligned}$ | $\begin{aligned} & \underset{N}{2} \\ & \infty \\ & 0 \\ & 0 \end{aligned}$ |
|  | $\begin{aligned} & \underset{\sim}{2} \\ & \underset{0}{2} \end{aligned}$ | $\begin{aligned} & \infty \\ & \stackrel{\infty}{N} \\ & \hline 0 \end{aligned}$ | $\begin{gathered} \infty \\ \substack{\infty \\ \hdashline \\ \hline} \end{gathered}$ | $\begin{aligned} & \underset{\sim}{\infty} \\ & \underset{\sim}{0} \end{aligned}$ | $\begin{aligned} & \infty \\ & \stackrel{\infty}{1} \\ & \hdashline \end{aligned}$ |
| әјэı!̣эч[ем | $$ |  | $\begin{aligned} & \text { O} \\ & 0 \\ & 0 \\ & \hline \end{aligned}$ | $\begin{aligned} & 0 \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ | $\begin{aligned} & \text { İ } \\ & 0 \\ & 0 \end{aligned}$ |
| rques | $\begin{aligned} & 2 \\ & \vdots \\ & 0 \\ & 0 \end{aligned}$ | $\begin{aligned} & \stackrel{\rightharpoonup}{0} \\ & 0 . \end{aligned}$ | $\begin{aligned} & \stackrel{\rightharpoonup}{\circ} \\ & \underset{O}{0} \end{aligned}$ | - | $\begin{aligned} & \vec{N} \\ & \text { N} \\ & 0 \end{aligned}$ |
| . ${ }^{\text {a dooə!̣u!̣ }}$ | $\begin{aligned} & \text { og } \\ & \stackrel{\rightharpoonup}{8} \\ & \dot{O} \end{aligned}$ | $\begin{aligned} & 0 \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ | $\begin{aligned} & 0 \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ | $\stackrel{8}{8}$ | $\begin{aligned} & 0 \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ |
|  |  |  |  |  |  |
| - | $\bigcirc$ | $\sim$ | $\sigma$ | - | $\infty$ |

### 4.4 Descriptive Analysis

The average and standard deviation from the interpolation methods were computed using tables 4.3 and 4.4. The results are shown in table 4.5.

Table 4.5: Descriptive statistics of $\mathrm{FSIM}_{C}$ for several interpolation methods

|  | Interpolation method | Average | Standard deviation |
| :--- | :--- | ---: | ---: |
| a | linear | 0.872 | 0.065 |
| b | median | 0.881 | 0.064 |
| c | overlapping | 0.891 | 0.060 |
| d | BirthplaceCElinear | 0.865 | 0.064 |
| e | BirthplaceCEmedian | 0.863 | 0.067 |
| f | BirthplaceEClinear | 0.865 | 0.063 |
| g | BirthplaceECmedian | 0.863 | 0.065 |
| h | SkeletonCElinear | 0.870 | 0.060 |
| I | SkeletonCEmedian | 0.875 | 0.063 |
| j | SkeletonEClinear | 0.870 | 0.060 |
| k | SkeletonECmedian | 0.877 | 0.062 |
| l | overlappingBirthplaceCElinear | 0.895 | 0.060 |
| m | overlappingBirthplaceCEmedian | 0.895 | 0.061 |
| n | overlappingBirthplaceEClinear | 0.895 | 0.060 |
| o | overlappingBirthplaceECmedian | 0.895 | 0.061 |
| p | overlappingSkeletonCElinear | 0.894 | 0.060 |
| q | overlappingSkeletonCEmedian | 0.895 | 0.061 |
| r | overlappingSkeletonEClinear | 0.894 | 0.061 |
| s | overlappingSkeletonECmedian | 0.896 | 0.061 |

The average $\mathrm{FSIM}_{C}$ value has been plotted in Fig. 4.25.

Fig. 4.25 shows that the overlapping method is better than the methods of reference (linear and median). At the same time, the median is better than the linear.

This graph also shows that the new interpolation methods with deforming by using the Birthplace and the Skeleton families of methods obtained worse results than the overlapping method. The reasons that explain these poor results are the distortions in static areas while trying to interpolate moving objects, and the grey and black areas where this interpolation method was not able to do so. This is not


Figure 4.25: Average FSIMc per Interpolation Method
strange because the deforming algorithm should be applied to regions that change; not to regions that are static or only are translated. For example, in Fig. 4.27 all the regions were interpolated with deforming by using birthplaces and the segmentation of Fig. 4.26. As an example of distortion, the area near the ball-especially in the window- is deformed in the direction in which the ball moves (up and right). As an example of grey areas, see over the hands of the person waiting for the ball.


Figure 4.26: Segmentation of an image

Other facts that can be extracted from the tables 4.3 and 4.4 are shown below:

First, the new interpolation method with overlapping usually got better results than the linear one, and frequently outperformed the median one.

Second, the methods that can use both overlapping and deforming simultaneously always outperformed the linear one, and generally outperformed the median one.

Third, in these methods, computing segments between the borders of the big region and the birthplace gave similar results to computing segments between the


Figure 4.27: New interpolation method applying only deforming by using birthplaces borders of the big region and the nucleus. In particular, the methods that use birthplaces were better for the ceramic, and walking5M images. In ceramic, there was a ceramic jar that was moved forward; in walking5M there was a person that moved backward. It was clear that these methods have to zoom the aforementioned shapes, and the birthplace methods did it better.

For this reason, it is better to use other methods to process them. For example, image registration can detect that two shapes are related and compute how much zoom is needed to transform one into the other.

Fourth, in these methods, compressing and then expanding gave similar results to expanding and then compressing.


As the most important conclusion, it was proved that it is possible to construct better morphological interpolation methods for color images without using color morphological operators. In fact, a general method was constructed with two optional methods: overlapping and deforming.

The overlapping method is best suited for immobile matching regions (a set of corresponding regions whose MSP does not move between the slices) that show objects that do not change in shape, place, orientation or size between the slices (the regions can have different shapes; the objects can have different color attributes). For example, when the corresponding immobile regions show a stationary background. Additionally, it is usable when the mobile matching regions have the same shape, orientation, and size, i.e. their shapes, orientations, and sizes do not change, and they show the same static objects. For example, when the regions show a car moving horizontally.

The deforming method is best suited when the object within the matching regions changes its shape between the slices owed to rotation, enlarging, decreasing, or zooming. It was expected that this method could manage object deformations, but the set of images did not allow to prove this.

As the set of images was selected only for convenience, it is biased what impeded to apply statistical analysis. As this set is infinite, a very profound understanding of it is required to select a random sample. Alternatively, an "interpolation benchmark" should exist. Consequently, the results obtained comparing the interpolation methods cannot be extrapolated to all the images.

This set of natural and artificial images allowed to prove the different methods under different situations. However, the lack of complex connected components impeded to evaluate them in this case. In fact, this characteristic inherited from the grey-level interpolation algorithm sometimes was detrimental when this algorithm processed the images considering this kind of components when they did not exist. This result suggests that the grey-level interpolation algorithm must fit the kind of images to be processed.

The new interpolation method with overlapping overcame the linear, and median image generation ones. The reason is obvious: this new interpolation method can move objects while the other ones cannot.

In the methods that can use both overlapping and deforming simultaneously, compressing and then expanding gave similar results to expanding and then compressing. This result suggests to change these consecutive steps for another one that makes both operations simultaneously. This should reduce the time used by these operations by a half.

The methods that use birthplaces zoomed objects better than those methods using nuclei. Therefore, the objects that change size should be zoomed before applying the latter methods. After this improvement, it is expected that using nuclei would obtain better results than using birthplaces.


This chapter explains several concepts about images: properties, types, representations, and operations.

## A. 1 Properties of Color

The rays, to speak properly, are not colored; in them there is nothing else than a certain power and disposition to stir up a sensation of this or that color. (Newton, 1704, cited in [181])

As Newton suggested, light has no color but has some properties that human beings can perceive. Color vision is a complex phenomenon that even nowadays is not perfectly understood [8].

Colors can be described by hue, saturation, and lightness or brightness attributes. Sharma [181] defined them:

Hue. Attribute of a visual sensation according to which an area appears to be similar to one of the perceived colors: red, yellow, green, and blue, or to a combination of two of them.

Brightness. Attribute of a visual sensation according to which an area appears to emit more or less light.

Lightness. The brightness of an area judged relative to the brightness of a similarly illuminated area that appears to be white or highly transmitting.

Saturation. Colorfulness of an area judged in proportion to its brightness.

## A.1.1 Color Constancy

The color of an object is the same although the amount of illumination varies. This effect is known as color constancy [181]. For example, a car has the same color in the sun and shade sides, and on sunny or cloudy days. Technically, hue and saturation are constants (hue is also invariant to viewing direction, object geometry, and highlights [63]).

On one hand, this property permits matching objects between images. If an object in an image has the same hue than an object in another image, it is possible that these objects are the same.

On the other hand, this property forbids some operations on images. For example, some morphological ones on RGB images.

Finally, this property gives a reason to compute some operations on color models different to RGB. For example, the linear interpolation since it is possible that interpolating two RGB pixels with the same hue gives another hue.

## A. 2 Digital Images

A digital image represents an image by using a set of bits. There are two main categories of digital images: vector and raster images [136].

A vector image represents an image by using mathematical equations such as lines, circles, polygons, and others [136]. The computer draws these shapes on an output device 30.

A raster image represents an image by using pixels [136]. This representation is discrete both in its spatial coordinates and in its values [184. The spatial coordinates of an image are usually represented as a matrix with M rows and N columns [156, 139]. An image element, picture element, pixel, or pel is an element in this matrix [65]; the value it takes is called image value [103]. The computer draws these pixels on an output device.

As only raster images were used in this work, hereinafter only this kind of images are treated. The (image) values allow to classify the images in binary, grey-level and color.

## A.2.1 Binary Images

A binary image is a digital image in which the points can have only two values ( 0 and 1). Usually, in a white support, these values are displayed as black and white, respectively [189]. An example of binary images is shown in Fig. A.1.

## A.2.2 Grey-level Images

A grey-scale image is a digital image in which the points can have values between 0 and $2^{n}-1$, where $n$ is an integer [139] equal to the number of bits that store each value. In a white support, the points whose value is zero are displayed in black, the


Figure A.1: Binary image
points whose value is the highest, in white, and the points whose values are in-between, in intermediate grey tones [189]. An example of grey-level images is shown in Fig. A.2.


Figure A.2: Grey-level image

## A.2.3 Color Images

A color image is an image whose points map on a color space [52]. This representation is explained in Sec. A.3. An example of color images is shown in Fig. A.3.

## A.2.4 Mosaic Images

A partition is a division of a set into non-empty disjoint subsets [189]. A mosaic image is a partition of an image [20]. Each part in a mosaic is called a facet, a tile, a cell or a particle [20, 86, 130].


Figure A.3: Color image

The values within each part (in a mosaic) can be different; however, if each part has pixels with the same value, there are two classes: grey-level and color mosaics.

## Grey-level Mosaics

In grey-level mosaics, each tile has pixels with the same grey-value [210]. An example of grey-level mosaics is shown in Fig. A.4.


Figure A.4: Grey-level mosaic image

## Color Mosaics

In color mosaics, each tile has pixels with the same color. An example of color mosaics is shown in Fig. A.5.


Figure A.5: Color mosaic image

## A. 3 Color Models and Color Spaces

A color model is an abstract mathematical model that permits representing colors by using a tuple of numbers [135]. Most color models represent colors by using three components; for example, RGB uses Red, Green and Blue components. A few color models use four or more components; for example, CMYK 165 .

Color models cannot represent a defined color because they are abstractions. They need references in the real world, such as red, green and blue primary colors (hues) in the RGB color model. They also need a scale. For example, it is not enough to define the hues in the RGB color model; it is necessary to define their saturation. Appropriate quantities of these primary colors are added to form a color (this characteristic makes RGB an additive color model). A color model with references and scale is a color space. Thus, different color spaces can be defined using the same color model. For example, Adobe RGB and sRGB are based on the RGB color model [165].

It is impossible to reproduce some colors by mixing red, blue, and green colors. The chosen primaries determine which colors can or cannot be reproduced. Gamut is the colors that can be reproduced within a color space or by a particular device [165].

Consequently, color models are distinct from color spaces. In spite of this, some authors use these terms indistinctly ${ }^{1}$.

[^11]In uniform color spaces, same distances between coordinates gave similar perceived color differences [103]. In other words, in this case the color space has perceptual uniformity. This is an important property in color spaces since it permits accurate linear image interpolation.

The color models and color spaces used directly and indirectly in this work are described below.

## A.3.1 RGB Color Model

The tristimulus theory of vision states that any color can be matched by an additive combination of the three primary colors [143]. The RGB color model is based on this theory [72]. Thus, each color is a mixture of red, green, and blue components [103].

The RGB color model is well suited for hardware such as monitors and cameras [65]. In the case of capturing devices, it is usual that three distinct filters are used what determines a color space specific for each device [165]. In the case of CRTs, the chromaticities of their phosphors determine their gamuts. Thus, two CRTs with distinct phosphors cover different color spaces [55].

Unfortunately, the values captured by capturing devices are linear RGB intensities. These values are perceptually non-uniform. Therefore, they are transformed into non-linear RGB values by using gamma correction. The new values are denoted $R^{\prime} G^{\prime} B^{\prime}$ [154]. Therefore, the RGB images in a computer are in fact $R^{\prime} G^{\prime} B^{\prime}$ ones ${ }^{2}$.

Although the image processing literature does not discriminate between RGB and $R^{\prime} G^{\prime} B^{\prime}$ [154], this work does a distinction. When a properly weighted value of linear RGB components is computed, relative luminance, $Y$, is obtained; when a properly weighted value of $R^{\prime} G^{\prime} B^{\prime}$ components is computed, luma, $Y^{\prime}$, is obtained [156] In

[^12]this work, all RGB images are, implicitly, $R^{\prime} G^{\prime} B^{\prime}$ ones. Hence, luma is used.

## A.3.2 HSV Color Model

As humans describe colors by hue, saturation, and brightness, the RGB color model is not appropriate to describe colors to them [65]. Therefore, the HSI, HSL, and HSV color models were introduced to describe colors in a time when the colors were specified numerically instead of visually [88, 205]. In general, these color models should not be used nowadays ${ }^{4}$.

All these models are obtained from the RGB color model by coordinate conversion [154]. These models take hue, saturation, and "brightness" values to obtain RGB values or vice versa.

The HSV (also called HSB) coordinates are hue, saturation, and value (brightness). It is very intuitive and simple [103].

## A.3.3 CIELAB

The International Commission on Illumination (Commission internationale de l'éclairage) recommended the CIELAB and CIELUV as approximately uniform color spaces 103 .

CIELAB coordinates are ( $\left.L^{*}, a^{*}, b^{*}\right)$; CIELUV coordinates are (L*, $u^{*}$, and $\left.v^{*}\right)$. In both spaces, $L^{*}$ corresponds to lightness.

In this work, CIELAB was utilized to interpolate pixels.

[^13]
## A.3.4 YIQ Color Space

The YIQ color space, also known as NTSC color space [2], is a device-dependent color space developed for analog television and video systems [154, 125, 238, 121]. It keeps up compatibility with previous monochromatic systems and saves transmission bandwidth [78, 154, 121].

It has three components: luma, $Y^{\prime}$; in-phase, $I$; and quadrature, $Q . Y^{\prime}$ represents the achromatic information: it approximates the lightness, $L^{*}$, but is different. Only this component is used in monochrome systems. $I$ and $Q$ represent the chromatic information: $I$ is an orange-cyan axis, and Q is a magenta-green axis [154, 156].

Gamma-corrected $R G B, R^{\prime} G^{\prime} B^{\prime}$, is converted to $Y I Q$ by using the formula [157]:

$$
\left[\begin{array}{c}
Y^{\prime}  \tag{A.1}\\
I \\
Q
\end{array}\right]=\left[\begin{array}{ccc}
0.29889531 & 0.58662247 & 0.11448223 \\
0.59597799 & \underline{-0.27417610} & -0.32180189 \\
0.21147017 & -0.52261711 & 0.31114694
\end{array}\right]\left[\begin{array}{c}
R^{\prime} \\
G^{\prime} \\
B^{\prime}
\end{array}\right]
$$

A common matrix that is almost equal to the matrix showed in Eq. A.1 but rounded to three digits (the element in $(3,3)$ does not follow this rule) is shown in Fig. A.6 [?, 229, 79, 103, 45] ${ }^{5}$. FSIM $_{C}$ (see Sec. A.11.1) is an algorithm for comparing two images; it uses this matrix to process each component $\left(Y^{\prime}, I, Q\right)$ separately.

$$
\left[\begin{array}{ccc}
0.299 & 0.587 & 0.114 \\
0.596 & -0.274 & -0.322 \\
0.211 & -0.523 & 0.312
\end{array}\right]
$$

Figure A.6: Common matrix to convert $R^{\prime} G^{\prime} B^{\prime}$ into $Y I Q$

In addition, there exist other matrices to convert $R^{\prime} G^{\prime} B^{\prime}$ into YIQ [162, 55, 94, 78] [48, 26, 125, 82]. They are almost equal to the matrix showed in Fig. A.6, but

[^14]the last digit of some elements is different.

The conversion from YIQ to $R^{\prime} G^{\prime} B^{\prime}$ is done by using the inverse of the matrix used to convert $R^{\prime} G^{\prime} B^{\prime}$ into YIQ [55, 78].

## A. 4 Basic Concepts: Neighborhood, Neighbors, Connected Pixels, and Connected Component

The neighborhood of a pixel is the region of pixels within a given radius around that pixel [102.

A pixel $p$ at coordinates ( $\mathrm{x}, \mathrm{y}$ ) has two vertical and two horizontal neighbors whose coordinates are $(\mathrm{x}+1, \mathrm{y}),(\mathrm{x}-1, \mathrm{y}),(\mathrm{x}, \mathrm{y}+1)$, and $(\mathrm{x}, \mathrm{y}-1)$. This set of neighbors is called 4 -neighbors or four pixel neighborhood of $p$ - Also, it has four diagonal neighbors whose coordinates are $(x+1, y+1),(x+1, y-1),(x-1, y+1)$, and $(x-1, y-1)$. The set of all the neighbors of $p$ is called 8 -neighbors or eight pixel neighborhood of $p$ [148, 65]. For example, the pixel labeled $p$ has as 4-neighbors, the pixels labeled $c$, and it has as 8-neighbors, the pixels labeled $C$ (see Fig. A.7).

|  | c |  |
| :---: | :---: | :---: |
| c | p | c |
|  | c |  |

a

| C | C | C |
| :---: | :---: | :---: |
| C | p | C |
| C | C | C |

b

Figure A.7: Neighbors of a pixel: (a) 4-neighbor and (b) 8-neighbor pixels of p

Two pixels $x_{0}, x_{n}$ with the same value are 4-(8)connected if and only if there exists a sequence of pixels $x_{0}, x_{1}, \ldots, x_{n}$, such each $x_{i+1}$ is in the 4-(8-)neighbors of $x_{i}$ and $x_{i}$ have the same value as $x_{0}$ and $x_{n}, \forall i \in 0,1, \ldots, n-1$ [198].

A connected component is a set of all the pixels connected to each other [198]. A
formal definition can be seen in 120 .

## A. 5 Convolution

Convolution is a mathematical operation that can be applied to continuous (integral convolution) or discrete systems (discrete convolution) [115, 92 ].

The two-dimensional convolution is fundamental to extract information from images [145, 92]. It can be used at least in image filtering, image enhancement, image restoration, and feature extraction. In this work, discrete convolution is used to compute the image gradient (see Sec. A.6). The operation depends on a set of weighting coefficients that can be stored in a matrix called convolution matrix, filter mask, or convolution kernel [51, 92, 145].

Given a convolution kernel $K$, the procedure to compute 2D convolution on an image $I$ is [145]:

For each pixel $P$ on the image $I$ :

- place the center of $K$ on $P$,
- multiply each value of $K$ with the value of the pixels under it,
- add all the products, and
- place the result into position $P$ of the output image.

An example taken from [36] that shows this procedure to compute one pixel is shown in Fig. A.8. The center of the kernel $K$ is at $(2,2)$. It is placed on the black pixel in $I$.

It is possible to compute the convolution by putting the center of $K$ out of the image $I$ what creates an output image greater than $I$ [92]. In this work, this situation

[^15]92

| 39 | 33 | 35 | 36 | 31 | $\otimes: \begin{array}{\|c:c:c}  & 1 & 1 \\ \hdashline & 2 \\ \hdashline 1 & 1 & 1 \end{array} \left\lvert\,=\left\{\begin{array}{lll} 1 \cdot 34 & 2 \cdot 36 & 1 \cdot 33 \\ 2 \cdot 33 & 4 \cdot 36 & 2 \cdot 34 \\ 1 \cdot 36 & 2 \cdot 35 & 1 \cdot 36 \end{array}\right\}=\{139+278+142\}=559\right.$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 35 | 34 | 36 | 33 | 34 |  |
| 34 | 33 | 36 | 34 | 32 |  |
| 32 | 36 | 35 | 36 | 35 |  |
| 33 | 31 | 34 | 31 | 32 | K |
|  |  | I |  |  |  |

Figure A.8: Example of convolution
does not happen so it has been overlooked.

In addition, there is a problem to compute the convolution at, and near, the borders of I because part of the kernel lies out of I. Although, there is no perfect method to solve this problem - except avoiding that objects of interest lie near the borders, the solution is adding pixels next to the borders of I. These extra pixels can be obtained copying the border pixels, copying the pixels of the opposite border, or writing zeros there [89].

## A. 6 Image Gradient

For a two-variable function $f$, the gradient of $f$, denoted by $\nabla$, is defined as $\nabla=$ $(\partial f / \partial x, \partial f / \partial y)$ [192]. This definition shows that the gradient for a two-variable function gives a two-dimension vector whose components are its partial derivatives.

Image gradients are often used for edge detection [157]. In this work, they are used by $\mathrm{FSIM}_{C}$ to compute the gradient magnitude (see Sec. A.11.1) and by SegmentIt to segment (see Sec. C.2.1). Besides, in this work, image gradients are used to compute perpendiculars (normals) to some edges in binary images.

The image gradient cannot be computed analytically, but the (discrete) derivatives can be computed by convolution [82]. There are several kernels to compute the convolution. A kernel construction method is explained that follows Hunt ideas [82].

Suppose a small $3 \times 3$ window within a picture, as shown in Fig. A.9. In this
case, the picture is represented as an array: the numbering of rows grows from top to bottom, and the numbering of columns, from left to right. The value of the pixel at $(i, j)$ is $a_{i, j}$. The distance between adjacent pixels is $h$.

| $a_{i-1, j-1}$ | $a_{i-1, j}$ | $a_{i-1, j+1}$ |
| :---: | :---: | :---: |
| $a_{i, j-1}$ | $a_{i, j}$ | $a_{i, j+1}$ |
| $a_{i+1, j-1}$ | $a_{i+1, j}$ | $a_{i+1, j+1}$ |

Figure A.9: $3 \times 3$ window

The objective is to find the derivatives around the center of this window, i.e. $a_{i, j}$. The horizontal derivative can be approximated by $\frac{1}{2 h}\left(a_{i, j+1}-a_{i, j-1}\right)$ (also known as column gradient [157]) and the vertical derivative by $\frac{1}{2 h}\left(a_{i+1, j}-a_{i-1, j}\right)$ (also known as row gradient [157]) [18, 82]. The coefficient $\frac{1}{2 h}$ is often omitted because it is needed only the gradient direction or the approximate gradient magnitude. The terms order in the difference determines the direction of the derivation: It comes from the subtrahend to the minuend. Here, the horizontal derivative (column gradient) goes rightwards, and the vertical derivative (row gradient), downwards.

The convolution kernels corresponding to the simplified differences are shown in Figs. A. 10 and A.11.

$$
\left|\begin{array}{lll}
-1 & 0 & 1
\end{array}\right|
$$

Figure A.10: Horizontal derivative kernel

$$
\left|\begin{array}{r}
1 \\
0 \\
-1
\end{array}\right|
$$

Figure A.11: Vertical derivative kernel

This simple derivation considers only two pixels, so a single incorrect pixel changes the derivative. In other words, the horizontal and vertical derivative approximations
are sensitive to noise. To improve the noise immunity, it can be used more pixels within the $3 \times 3$ window [82].

Usually, image processing textbooks recommend the 3x3 kernel defined by [18]

$$
\frac{1}{2 h(w+2)}\left[\begin{array}{ccc}
-1 & 0 & 1  \tag{A.2}\\
-w & 0 & w \\
-1 & 0 & 1
\end{array}\right]
$$

Some methods that consider the other pixels are the Prewitt ( $\mathrm{w}=1$ ), Sobel ( $\mathrm{w}=2$ ), and Scharr ( $\mathrm{w}=10 / 3$ ) operators [18]. They provide differencing and smoothing simultaneously [26, 96]. Smoothing reduces noise what is an advantage considering that derivatives augment noise [32]. These operators work on binary and grey-scale images, but also on the luma of color images.

Each gradient has a magnitude and an orientation. The magnitude and orientation can be computed with arrays. Accordingly, $G_{C}(j, k)$ is the column gradient and $G_{R}(j, k)$ is the row gradient, at the row $j$ and column $k$. In this case, rows grow downwards, and columns grow from left to right [157].

The magnitude can be computed as

$$
\begin{equation*}
|G(j, k)|=\sqrt{G_{C}(j, k)^{2}+G_{R}(j, k)^{2}} . \tag{A.3}
\end{equation*}
$$

It also can be computed with $l_{1}$ or $l_{\infty}$ norm [26].

The orientation can be computed as the angle $\theta$ with respect to the row axis using [157]

$$
\begin{equation*}
\theta(j, k)=\arctan \left\{\frac{G_{C}(j, k)}{G_{R}(j, k)}\right\} . \tag{A.4}
\end{equation*}
$$

In addition, they can be computed with the usual Cartesian coordinates. Accordingly, $G_{x}(x, y)$ is the gradient in the x-direction, i.e. the horizontal derivative (it goes rightwards) at the position $(x, y)$; and $G_{y}(x, y)$ is the gradient in the y-direction, i.e.
the vertical derivative (it goes upwards) at the position $(x, y)$.

The magnitude can be computed as [17]

$$
\begin{equation*}
|G(x, y)|=\sqrt{G_{x}(x, y)^{2}+G_{y}(x, y)^{2}} \tag{A.5}
\end{equation*}
$$

The orientation angle $\phi$ can be computed as [17, 176]

$$
\begin{equation*}
\phi(x, y)=\arctan \left(\frac{G_{y}(x, y)}{G_{x}(x, y)}\right) . \tag{A.6}
\end{equation*}
$$

Note that in the same point, $G_{x}=G_{C}$ and $G_{y}=-G_{R}$.

## A.6.1 Scharr Operator

The Scharr operator gives even more importance than the aforementioned operators to the difference across the central pixel. These kernels give more accurate estimates of gradient orientation than other operators, particularly the Sobel operator (see Appendix F) 95].

The Scharr kernels are shown in Figs. A.7 and A.8 18. Notice that $G_{x}$ goes rightwards, and $G_{y}$, upwards.

$$
\begin{gather*}
G_{x}=\frac{3}{32}\left[\begin{array}{rrr}
-1 & 0 & 1 \\
-\frac{10}{3} & 0 & \frac{10}{3} \\
-1 & 0 & 1
\end{array}\right]  \tag{A.7}\\
G_{y}=\frac{3}{32}\left[\begin{array}{rrr}
1 & \frac{10}{3} & 1 \\
0 & 0 & 0 \\
-1 & -\frac{10}{3} & -1
\end{array}\right] \tag{A.8}
\end{gather*}
$$

For the same reason given for the Prewitt operator, approximate Scharr masks are frequently used.

In this work, the Scharr operator is used by $\mathrm{FSIM}_{C}$ to compute the gradient magnitude (see Sec. A.11.1).

## A.6.2 Kroon Operator

Image gradients can also be computed with larger kernels. Larger kernels reduce noise but increment the error in the edge location and the interference of objects in the neighborhood [177]. In this work, gradients are not used to find edges since, in binary images, the edges are the 1 pixels with at least one 0 neighbor; the gradients are used to compute the direction of the normals along binary image borders, so it is very important to choose an operator that gives accurate directions.

Kroon found the $5 \times 5$ sized derivative kernel with the minimal angle error [105]:

$$
G_{y}=\left|\begin{array}{rrrrr}
0.0007 & 0.0052 & 0.0370 & 0.0052 & 0.0007  \tag{A.9}\\
0.0037 & 0.1187 & 0.2589 & 0.1187 & 0.0037 \\
0 & 0 & 0 & 0 & 0 \\
-0.0037 & -0.1187 & -0.2589 & -0.1187 & -0.0037 \\
-0.0007 & -0.0052 & -0.0370 & -0.0052 & -0.0007
\end{array}\right|
$$

Notice that $G_{y}$ goes upwards. The kernel $G_{x}$ is obtained rotating this kernel $90^{\circ}$ (it goes rightwards).

## A. 7 Distance

Distance is a measure of the space between two points. The usual notion of distance is the length of the line segment between two points in the space, the Euclidean distance. In this work, the geodesic distance and the Hausdorff distance are also mentioned.

## A.7.1 Geodesic Distance

The geodesic distances are constrained to follow the surface of the earth. The distance between cities is given as a geodesic one. This is the relevant distance to travel between them as the Euclidean distance passes through the earth. For example, the red line in Fig. A.12 shows the geodesic distance between Seattle and London.


Figure A.12: Geodesic distance (Lysenko, 2012)

The same notion is applied to images. When a path is constrained to remain within a subset of an image, the relevant distance is a geodesic one. Formally, let $A$ a set. The geodesic distance $d_{A}(p, q)$ between two pixels $p$ and $q$ in A is the shortest path(s) $P=\left(p_{1}, p_{2}, \ldots, p_{l}\right)$ that joins p and q which is included in $A$. If $L$ denotes the function that computes the length of a path:

$$
\begin{equation*}
d_{A}(p, q)=\min \left\{L(P) \mid p_{1}=p, p_{l}=q, \operatorname{and} P \subseteq A\right\} \text { [189] } \tag{A.10}
\end{equation*}
$$

If there is no path between $p$ and $q$, the distance can be considered infinite.

## A.7.2 Hausdorff Distance

The Euclidean and the geodesic distances are distances between points. However, it is possible to define distances between sets what the Hausdorff distance does. This distance uses the concept of dilation that is explained in Sec. B.3. Let X and Y be two sets. The Hausdorff distance is the minimum of the radius $\lambda$ of the discs $B$ such that X dilated by $B_{\lambda}$ contains Y and Y dilated by $B_{\lambda}$ contains X :

$$
\begin{equation*}
d_{H}(X, Y)=\min \left\{\lambda \mid X \subseteq \delta_{B_{\lambda}}(Y), Y \subseteq \delta_{B_{\lambda}}(X)\right\} \tag{A.11}
\end{equation*}
$$

where $B_{\lambda}$ denotes a disc of radius $\lambda$ [189]. For example, there two lines $X$ and $Y$ in Fig. A.13. The dilation of $Y$ with a disc of radius equal to the dotted line shown in the bottom includes $X$. The dilation of $X$ with a disc of radius equal to the dotted line shown in the top includes $Y$. The Hausdorff distance is equal to the greater of these radii.


Figure A.13: Hausdorff distance sample (Rocchini, 2007)

## A. 8 Homotopy

It is easier to understand this concept understanding first the concept of homotopy tree -also known as the adjacency tree - since two images are homotopic when they
have the same homotopy tree [189]. Although homotopy trees can be applied to bounded sets of the Euclidean plane $I R^{2}$ [189], this work only applies them to discrete 2-D binary images.

In a discrete 2-D binary image there are connected components belonging to the foreground and to the background. Each of them is a node of the homotopy tree. In this case, it is assumed that the pixels outside of the image are background pixels. Hence, there exists a connected component, belonging to the background, denoted $S_{\text {outside }}$, that embeds (a connected component $C_{1}$ is embedded in another connected component $C_{2}$ if every 4-path from $C_{1}$ to $S_{\text {outside }}$ passes through $C_{2}$ ) all the other components. This component is the root of this tree. Each vertex of this tree represent both a relationship of embedding and of 4 -adjacency. When a node represents a connected component of the foreground (alternatively, a connected component of the background), its children are connected components belonging to the background (alternatively, to the foreground) that are both embedded and adjacent. Hence, $S_{\text {outside }}$ has as children the connected components belonging to the foreground that are adjacent (and embedded) to itself [189].

An example of a set and its homotopy tree is shown in Fig. A.14. The root has as children the connected components $A, B$, and $C$. The component $A$ has as children the connected components, belonging to the background, $D$ and $E . D$ has as child the connected component, belonging to the foreground, $G$ [207].

## A. 9 Image Segmentation

Image segmentation is a process that divides (partitions) an image into a set of non-overlapping, connected image areas, called regions, such each region has similar characteristics [43, 103, 189]. It is also possible to consider segmentation as labeling each pixel of an image 183.

Two-label images have two distinct labels; multi-label images has several or many


Figure A.14: Homotopy tree of a set: The set (left) and its homotopy tree (right).
distinct labels. Usually, in two-label images, one label represent the foreground and the other the background. In addition, usually, some labels represent objects and one label represent the background what someones called figure-(back)ground segmentation [109].

Two or more regions might have the same label in an image. For example, two regions labeled "tree".

Image segmentation returns regions with and without interest for the user. Each of the former regions is called a region of interest (ROI) [80]. Sometimes, a ROI is segmented into many small regions; this phenomenon is called over-segmentation [133].

Image segmentation has several goals. For instance, the usual goal is that each of the regions corresponds to a different object [42]. In other words, image segmentation aims to partition an image into its constituent ROIs [232].

While some authors consider that image segmentation, also known as scene segmentation, differs from figure-(back)ground segmentation, also known as object segmentation [109], others consider that the latter is only a category within the former [219]. In this work, it is followed the second approach: what some called a figure
is a ROI and what they called (back)ground is not.

As there is not a general theory for image segmentation [144, 157, 121, many strategies have been proposed to segment an image [43]. As a consequence, many algorithms and techniques have been proposed [236]. They are so numerous that choosing one has become a laborious and time-consuming task [126].

There are two fundamentally distinct strategies for image segmentation, i.e. edgebased and region-based [12, 153]. Edge-based methods try to find the edges of the regions by looking for significant contrast changes (the regions are defined implicitly by the enclosing edges); region-based methods try to classify pixels by using some property (the edges are defined implicitly by the borders of the regions) [12]. These strategies can be applied either globally or locally (Bailey, 1991, cited in [12]). Global methods operate on all the pixels of an image; local methods operate in the part being segmented [12]. Local methods start with seeds belonging to either the edge or the region, and extend them [12]. As a result, there are four categories of segmentation methods; they are shown in table A.1.

Table A.1: Categories of image segmentation methods

|  | Edge-based | Region-based |
| :--- | :--- | :--- |
| Global processing | Edge detection and linking | Thresholding |
| Incremental processing | Boundary tracking | Region growing |

Edge detection and linking: Edges are associated with the borders of objects. Edge points are points belonging to edges. Unfortunately, edge points - due to noise - seldom form closed connected boundaries. So, a linking process is usually required to connect the edge points [225].

Boundary tracking: Starting from a (border) seed, new border points are searched in the local neighborhood. If several points are available, one is chosen arbitrarily. For example, in a grey-level image, it is possible to compute its gradient. A point with a maximum gradient is chosen as seed. The adjacent pixel with a maximum
gradient is the next point in the border. From the adjacent pixel, the next maximum gradient is sought. This process continues until the seed is found [223].

Thresholding: There are two options [228]:

1. Single level thresholding and

## 2. Multi level thresholding.

These methods are easier to explain for grey-level images. Single level thresholding: If there are a set of light objects on a darker background, it is possible to separate the objects by taking a unique grey value greater than the background values and lesser than the values of the objects. Multi level thresholding: If there are objects with distinct grey-levels on a darker background, they can be separated taking a set of grey values [228].

Region growing: Starting from a (region) seed, new pixels are added to the region until a termination condition is met [12]. An algorithm belonging to this category is the watershed segmentation (Serra, 1982, cited in [158]).

As there exists no accepted taxonomy to classify image segmentation methods [121], it was sought a classification useful to select a segmentation method for the original images.

Image segmentation methods have been classified into manual, automatic, and semi-automatic [237] In manual segmentation, the user traces contours with a pointing device [158]. This is often a tedious, time-consuming and prohibitively expensive process [235, 39, 214]. Manual segmentation is used for creating ground truth to evaluate the other categories of segmentation [197]. In automatic segmentation, the user does not intervene. This segmentation type is unsatisfactory in many real situations [199, 232, in particular for multi-label segmentation [44]. In semi-automatic segmentation, the user guides (directs) this process either by entering parameters or

[^16]by giving guidelines.

There are three common types of guidelines: 1) Pieces (usually points) belonging to the border (the algorithm completes the border); 2) Approximate contour of an object (the algorithm moves that boundary to fit with the object border), and 3) Seeds (the user labels some pixels belonging to the regions of interest, and the algorithm labels all of them completely) [188].

Semi-automatic methods using guidelines $\Delta^{8}$ allow to segment what an application needs [188]. In particular, the segmentation can be improved if the user can give further clues that are effectively integrated in the segmentation process (this is an interactive segmentation) [232].

In this work, it was sought a method suitable for the images that are going to be segmented. The set of images includes both natural and artificial images but excluding medical ones. These images are in full color, i.e. excluding grey-level ones. Finally, these images contain one or more regions of interest. Each of these regions might be an object, part of an object, or even a set of objects. Sometimes these regions are somewhat arbitrary; partitioning, for example, an object in two regions.

Consequently, it is necessary an interactive, color, multi-region segmentation method.

Since there are many methods for color image segmentation [37, 22], choosing one requires experience and depends on the application [203]. In this work, it was chosen a color watershed method as it is based on mathematical morphology. As color watershed is based on grey-level watershed, the latter is described before.

The grey-level watershed transform was applied in the grey-level mosaic interpolation method. The color watershed (see Sec. C.2.1) segmented the original images.

[^17]
## A.9.1 Interactive Segmentation

Interactive segmentation is an iterative process in which the user signals the ROIs and the system shows a proposed segmentation [77]. This interaction requires an adequate user interface [147]. Some ways to signal the ROI [173] are shown in Fig. A.15. The user indicates the ROI approximately, and the algorithm guesses it. The user can give additional cues to continue improving the segmentation [173]. It is also possible to use several signaling methods on the same image [230].


Figure A.15: Ways to signal the ROI: By using (a) a bounding rectangle, (b) scribbles, and (c) Quick Selection Tool in Adobe Photoshop.

As there are many interactive segmentation methods, it is necessary to choose one of them. It was tried to do this by researching recent evaluations that compare methods objectively against a dataset (see Appendix II). Unfortunately, the program corresponding to the best method was not available in the Internet.

As segmentation is not the main theme of this thesis, programming a method was discarded. Instead, it was searched an interactive color multi-label program in the Internet. At the end, only SegmentIt fulfilled the conditions and, at the same time, can be installed. Thus, it was chosen (see Sec. C.2.1).

## A. 10 Image Interpolation

In the study of phenomena where is impossible or too expensive to measure some variables as frequently as needed, the solution is to measure some points, and estimate the unknown values. The interpolation fits some curve that passes by the known points and uses this curve to compute the values of the unknown points [128].

The interpolation methods were first applied to astronomy and calendar computation in ancient times. They have been recently extended to signal and image processing [128.

Image interpolation applies interpolation to estimate the value of unknown pixels. Image interpolation has two application areas: temporal and spatial interpolation. Temporal interpolation computes the value of a fixed pixel by using images taken at different times; spatial interpolation computes the value of a pixel by using the values of different locations at the same time [81]. Temporal interpolation usually uses two images (never one) while spatial interpolation uses one or two images.

Applications such as printing and digital photography employ spatial interpolation to obtain a picture larger or smaller. Applications such as X-ray computed tomography and magnetic resonance imaging use spatial interpolation to improve the spatial resolution of a sequence of images.

An example of temporal interpolation is to add images in an old silent film to match the modern frame rate of 24 frames per second.

The image interpolation methods can be classified into two categories: adaptive and non-adaptive methods. Adaptive methods adjust their operations to image content, and non-adaptive methods process the whole image uniformly. Usually, adaptive methods apply a few interpolation methods accordingly to the contents of original images. The adaptive methods obtain better results but are more inefficient than non-adaptive methods [3].

The image interpolation methods can also be classified as grey-level (scene-based and intensity-based) and shape-based [25, 35]. This classification is used to explain the different methods used in this work as it distinguishes between traditional and newer methods.

## A.10.1 Grey-level Image Interpolation

Maybe this is an inaccurate use of "grey-level" because these methods can be applied to binary, grey-level, and color images. Consequently, the usual meaning of grey-level is used in all this document except in this section.

Grey-level (image) interpolation methods compute the value of an interpolated pixel by using the values of the corresponding neighbor pixels in the original images [35, 215]. In general, they are fast and easy [215]. However, these methods suppose that a smooth curve can model image data [35], so they make artifacts (see Fig. A. 16 [106]) and blurred edges [35, 215]. Some methods of this kind are nearestneighbor, the simplest; linear, the most used; splines, and polynomial [25, 35].


Figure A.16: Typical artifacts of linear interpolation methods

## Nearest-neighbor Image Interpolation

In one-image interpolation, the nearest-neighbor (image) interpolation algorithm assigns to each interpolated pixel the value of the nearest pixel in the original image [145]. It produces an interpolated image that looks like as a checkerboard (see

Fig. A. 17 [207]).

In two-image interpolation, it is equivalent to copying the nearest original image in the interpolated image.


Figure A.17: Photograph section zoomed with nearest-neighbor interpolation method

## Linear Image Interpolation

In one-image interpolation, linear interpolation it is known as bilinear interpolation (see Fig. A. 18 [207]). Generally, it offers the best trade-off between quality and processing time [226]. In two-image interpolation, this method (also known as crossdissolve) obtains new images by using weighted combinations of corresponding pixels 196. It is efficient and simple, but it degrades significantly the interpolated image [71]. In particular, for color images, the interpolated image loses both color contrast and details [71]. For example, the linear interpolation of the images (a) and (b) gives (c) (see Fig. A.19).


Figure A.18: Photograph section zoomed with bilinear interpolation method

## Simultaneous Nearest-neighbor and Linear Image Interpolation

In image morphing, image warping and then color interpolation are performed [224]. There is an approach applied within image morphing that was applied in this work. It has been proposed segmenting the warped images before the interpolation so that no region cause self-occlusion. If a region is visible in both warped images, then these visible regions are interpolated linearly, otherwise the interpolated pixels are given only by the visible region. This approach reduces the problems produced by occlusions but causes artifacts, such as the region boundaries appear as seams in the final image [58].

In this work, objects that self-occlude were frequently segmented as it was suggested above, before applying deformation. Also, in the overlapping method, it is used something similar but instead of considering entire regions that appear in the original images, part of them are considered. In each part of a region visible in both original images, linear interpolation is applied, otherwise nearest-neighbor interpolation is applied by using the original image in which the part is visible.


Figure A.19: Linear interpolation (c) of the initial (a) and final (b) original images

## A.10.2 Shape-based Interpolation

Shape-based interpolation methods interpolate by using shape features [25] instead of grey-level values. In binary images, the former methods are necessary because applying grey-level methods is almost the same as applying the nearest-neighbor method 128 .

## A. 11 Image Quality Assessment

In this work, the interpolated images were compared against their reference images to know which interpolation method is better. This comparison required to choose a method for image quality assessment. Consequently, the latter methods were studied.

Initially, human beings assessed the images (subjective assessment) [174]. Later, images were assessed automatically -by using simple formulae or complex mathematical models of the human visual system - getting similar results as humans do (objective assessment) [182, 53].

This work used only objective assessment since the subjective assessment is more burdensome and expensive than the objective one [180]. As different observers could not agree about the quality of an image, multiple human comparisons are necessary to assess each image. In contrast, comparing images objectively only requires a formula implemented in a computer, and an operator that enters the images.

The objective (assessment) algorithms can be categorized by the presence or absence of an original (distortion-free) image: the full-reference algorithms have a reference; the no-reference algorithms have not, and the reduced-reference algorithms have only part of it [217]. The full-reference algorithms are considered the best option when there exists a reference image [31]. As, in this work, there are reference images, the goal is to choose one of the latter algorithms.

In the full-reference class, there are methods such as mean squared error (MSE) and peak signal to noise ratio (PSNR) [155]. The MSE is the simplest and most used full-reference method [217], but it is inaccurate to measure perceptual image quality [33. The PSNR is another metric frequently used, but it has a small correlation with human perception [155]. As these metrics (see Appendix G) only use the image intensities, they are unsuitable to assess color images.

In a recent comparison between eleven full-reference metrics over all publicly available image databases, $\mathrm{FSIM}_{C}$ ranked first according to the rank-order correlations (see Sec. H.8) of Kendall, and Spearman, and the linear correlation of Pearson [233]. For this reason, this metric is used to compare images in this work.

## A.11.1 FSIMc

The human visual system (HVS) considers salient low-level features, such as edges and zero-crossings to interpret a scene (Marr, 1980; Marr and Hildreth, 1980, and Morrone and Burr, 1998, cited in [234]). The comparison of these features can be used to create accurate indexes for image quality assessment [234].

The Feature SIMilarity (FSIM) index allows to compare images (grey-level images directly, and color images by using their luma) by considering their low-level features. As salient features coincide with the points where the Fourier waves had congruent phases, phase congruency (PC) is used as a primary feature in FSIM [234].

In addition, the HVS considers contrast information, but PC is contrast invariant. Therefore, FSIM includes the gradient magnitude (GM) calculated with the Scharr operator as a secondary feature 234$]^{9}$.

FSIM first computes similarity measures for both PC and GM [234]. To compute

[^18]the phase congruency similarity, $S_{P C}$, it uses
\[

$$
\begin{equation*}
S_{P C}(x)=\frac{2 P C_{1}(x) P C_{2}(x)+T_{1}}{P C_{1}^{2}(x)+P C_{2}^{2}(x)+T_{1}} \tag{A.12}
\end{equation*}
$$

\]

where $P C_{1}$ and $P C_{2}$ are the PC of the images, and $T_{1}$ is a positive constant to increase the stability of $S_{P C}$ [234]. To compute the gradient similarity, $S_{G}$, it uses

$$
\begin{equation*}
S_{G}(x)=\frac{2 G_{1}(x) G_{2}(x)+T_{2}}{G_{1}^{2}(x)+G_{2}^{2}(x)+T_{2}} \tag{A.13}
\end{equation*}
$$

where $G_{1}$ and $G_{2}$ are the GM of the images, and $T_{2}$ is a positive constant [234].

Then, the similarity, $S_{L}$, is [234]

$$
\begin{equation*}
S_{L}(x)=S_{P C}(x) S_{G}(x) \tag{A.14}
\end{equation*}
$$

Finally, a single score, FSIM, is computed as

$$
\begin{equation*}
F S I M=\frac{\Sigma S_{L}(x) P C_{m}(x)}{\Sigma P C_{m}(x)} \tag{A.15}
\end{equation*}
$$

where $P C_{m}(x)=\max \left(P C_{1}(x), P C_{2}(x)\right)$ [234].

Although FSIM performed well, it did not consider color information.
$F S I M_{C}$ improves FSIM by considering color information. FSIM ${ }_{C}$ translates $R^{\prime} G^{\prime} B^{\prime}$ images to YIQ to get their chrominance and luma. On one hand, to compute chrominance similarity, each channel (I, and Q) similarity is computed as

$$
\begin{align*}
S_{I}(x) & =\frac{2 I_{1}(x) I_{2}(x)+T_{2}}{I_{1}^{2}(x)+I_{2}^{2}(x)+T_{3}}  \tag{A.16}\\
S_{Q}(x) & =\frac{2 Q_{1}(x) Q_{2}(x)+T_{4}}{Q_{1}^{2}(x)+Q_{2}^{2}(x)+T_{4}} \tag{A.17}
\end{align*}
$$

where $I_{1}$ and $Q_{1}, I_{2}$ and $Q_{2}$ are the chromatic channels of the images, and $T_{3}$ and $T_{4}$ are positive constant [234].

Then, chrominance similarity, $S_{C}$, is [234]

$$
\begin{equation*}
S_{C}(x)=S_{I}(x) S_{Q}(x) \tag{A.18}
\end{equation*}
$$

On the other hand, $S_{L}(x)$ and $P C_{m}(x)$ are computed on luma $\left(Y^{\prime}\right)$ [234].

Finally, a single score, $\mathrm{FSIM}_{C}$, is computed as

$$
\begin{equation*}
F S I M_{C}=\frac{\Sigma S_{L}(x)\left[S_{C}(x)\right]^{\lambda} P C_{m}(x)}{\Sigma P C_{m}(x)} \tag{A.19}
\end{equation*}
$$

where $\lambda>0$ is the parameter to adjust the importance of the chromatic components [234].



## Mathematical Morphology

Mathematical morphology is a theory to analyze and process digital images. Specifically, mathematical morphology provides tools to analyze the shape and form of objects in images [189]. Although mathematical morphology started using set theory, later it was extended (generalized) to complete lattices [194, 67].

## B. 1 Mathematical Basis

A partial order is a binary relation $\leq$ over a set $P$ which is reflexive, anti-symmetric, and transitive. The set $P$ with the relation $\leq$ is called a partially ordered set, also known as poset [54].

If a partial order satisfies $\forall x, y \in P, x \leq y$ or $y \leq x$, then $\leq$ is a total order. The set $P$ with the relation $\leq$ is called a totally ordered set [54].

Given a poset $(P, \leq)$, and $M, M \subseteq P$, an infimum, also known as the greatest lower bound, of $M$ is an element $a, a \in P$ such that $a \leq z$ for every $z \in M$ but $x^{\prime} \leq a$ for each $x^{\prime} \in L$ with $x^{\prime} \leq z$ for every $z \in M$ [193].

Given a poset $(P, \leq)$, and $M, M \subseteq P$, a supremum, also known as the lowest
upper bound, of $M$ is an element $a, a \in P$ such that $a \geq z$ for every $z \in M$ but $x^{\prime} \geq a$ for each $x^{\prime} \in L$ with $x^{\prime} \geq z$ for every $z \in M$ [193].

A complete lattice is a partially ordered set $P$ such that every subset of $P$ has an infimum and a supremum 15.

Multichannel images cannot be processed easily because lattices require an order, but there is no universal natural order for spaces with dimensions greater than 1 [140]. This problem limited to color images is treated in Sec. C.2.

A mathematical morphology operator (method) processes an image, called the active image, by using another image, called structuring element, as a probe or filter. Its result depends on the structuring element used [184].

In this work, the morphological operators are almost always applied to binary images. The only exception is the color median image generation.

Unless something different is clearly stated, this section treats about binary images and binary operations. Next sections explain succinctly grey-level and color operations.

## B. 2 Structuring Element

A structuring element is a small set used by the morphological operators [189]. Structuring elements have a crucial role in these operators: the different shapes and sizes of the former change the results of the latter [92].

It is necessary to define the origin of each structuring element [189]. Sometimes this pixel (point) is signaled with a circle [92], or a cross on it. Usually, the structuring element center is assumed as the origin.

In a morphological operation, the structuring element is superimposed so that its origin coincides with some point or pixel on the active image [189]. It is possible that the structuring element fits or not (misses) there. This determines the result of the operation. For example, a binary structuring element fits a binary image when there is a " 1 " on each point of the active image under the structuring element 92].

Some elementary discrete structuring elements for 4- and 8-connected grids are shown in Figs. B.1 and B.2, respectively [195]. They are approximations of a disk [189].

|  | 1 |  |
| :--- | :--- | :--- |
| 1 | 1 | 1 |
|  | 1 |  |


| 1 | 1 | 1 |
| :--- | :--- | :--- |
| 1 | 1 | 1 |
| 1 | 1 | 1 |

Figure B.1: $3 \times 3$ cross or diamond
Figure B.2: $3 \times 3$ square

Other examples of discrete structuring elements are shown in Figs. B.3 and B.4.

|  |  | 1 |  |  |
| :--- | :--- | :--- | :--- | :--- |
|  |  | 1 |  |  |
| 1 | 1 | 1 | 1 | 1 |
|  |  | 1 |  |  |
|  |  | 1 |  |  |

Figure B.3: $5 \times 5$ cross

|  |  | 1 |  |  |
| :--- | :--- | :--- | :--- | :--- |
|  | 1 | 1 | 1 |  |
| 1 | 1 | 1 | 1 | 1 |
|  | 1 | 1 | 1 |  |
|  |  | 1 |  |  |

Figure B.4: $5 \times 5$ diamond

If the previous discrete structuring elements are applied to two-dimensional images, they are called flat structuring elements because they have the same number of dimensions as the images under study [189].

The structuring elements with weights associated with its points are called greyscale, non-flat or volumic structuring elements [189].

## B. 3 Binary Operators

In mathematical morphology, there are two basic morphological operators - dilation and erosion - that build complex ones [189], for instance, closing and opening [184].

## Binary Dilation

In very simple terms, binary dilation $(\oplus)$ of a set A by the structuring element B leaves a set $Y$ whose elements are the elements of X superimposed with B (the center of B is placed on each point of X ). Formally, $A \oplus B=\left\{z \mid\left(B^{s}\right)_{z} \cap A \neq \varnothing\right\}$, where $B^{s}$ is the reflection, also called symmetric set, of $B, B^{s}=\{x \in E \mid-x \in B\}$ 65]. This definition is slightly different from those of Serra [179], and Soille [189]. However, they are equivalent when the structuring elements are symmetric. Another method to compute binary dilation is by using Minkowski addition. Let $\mathrm{A}=\left(a_{1}, a_{2}, \ldots, a_{n}\right)$ and $\mathrm{B}=\left(b_{1}, b_{2}, \ldots, b_{m}\right)$. Then $\mathrm{Y}=\mathrm{A}+\mathrm{B}$, where + represent the Minkowski sum [184]. See some examples below.

In Fig. B.5, there is only one pixel in the image at the left whose dilation creates a set with the same shape as the structuring element in the image at the right. The dilation was made with the $3 \times 3$ cross (Fig. B.1).

| 00000 | 00000 |
| :---: | :---: |
| 00000 | 00000 |
| 00000 | 00100 |
| 00100 | 01110 |
| 00000 | 00100 |
| 00000 | 00000 |
| 00000 | 00000 |

## (a)

(b)

Figure B.5: Dilation of a pixel: An image with a pixel (a) and its dilation (b) with the $3 \times 3$ cross.

In Fig. B.6, there is a rectangle in the image at the left whose dilation creates a new set with a different shape in the image at the right. The dilation was made with the $3 \times 3$ cross (Fig. B.1).


Figure B.6: Dilation of a rectangle: An image with a small rectangle (a) and its dilation (b) with the $3 \times 3$ cross.

## Binary Erosion

Binary erosion $(\ominus)$ of a set A by the structuring element B leaves a set Y whose elements are the elements of X in which B can be fit. This is equivalent to $A \ominus B=$ $\left\{z \mid(B)_{z} \subseteq A\right\}$ [65, 189]. Notice that Gonzalez [65], and Soille [189] agree on the binary erosion in spite of their disagree in the binary dilation. See some examples below.

There are some pixels in the left image in Fig. B.7. Its erosion with the 3 x 3 cross (Fig. B.1) erases almost all of them (see the image at the right in Fig. B.7). Notice that the element in the right bottom is preserved because the pixels out of the image are assumed as " 1 " in the erosion.

| 11111 | 00000 |
| :---: | :---: |
| 00000 | 00000 |
| 11110 | 00000 |
| 01100 | 00000 |
| 01000 | 00000 |
| 00001 | 00000 |
| 00011 | 00001 |
| (a) | (b) |

Figure B.7: Example of erosion: An image with some pixels (a) and its erosion (b) with the 3 x 3 cross.

In Fig. B.8, there is a rectangle at the left image whose erosion with the $3 \times 3$ cross (Fig. B.1) creates a small one (see the image at the right).

| 000000 | ■ | 000000 |
| :---: | :---: | :---: |
| 011110 |  | 000000 |
| 011110 |  | 001100 |
| 011110 |  | 001100 |
| 011110 |  | 001100 |
| 011110 |  | 000000 |
| 000000 |  | 000000 |
| (a) |  | (b) |

Figure B.8: Erosion of a rectangle: An image with a large rectangle (a) and its erosion (b) with the $3 x 3$ cross

## B. 4 Ultimate Eroded Set

Applying binary erosion to a binary image successively erases all connected components sooner or later. The union of the disappearing connected components is the ultimate eroded set [189]. See some examples in Figs. B.9 and B.10. The 3 x3 cross and the $3 \times 3$ square are shown in Figs. B.1 and B.2, respectively.

| 0000000000 | 0000000000 | 0000000000 |
| :---: | :---: | :---: |
| 0001001000 | 0000000000 | 0000000000 |
| 0011111100 | 0001001000 | 0000000000 |
| 0111111110 | 0011111100 | 0001001000 |
| 0011111100 | 0001001000 | 0000000000 |
| 0001001000 | 0000000000 | 0000000000 |
| 000000000 | 0000000000 | 0000000000 |
| Original set | Eroded set | Ultimate eroded set |

Figure B.9: Computing ultimate eroded set with the $3 \times 3$ cross

```
0000000000 0000000000
0001001000 0000000000
0111111100 0000000000
0111111110 00011111000
011111100 0000000000
0001001000
0000000000
    Original set
```

Figure B.10: Computing ultimate eroded set with the 3 x 3 square

## B. 5 Hit and Miss Transform

The hit and miss transform allows to detect a certain configuration of pixels in a position of an image. It is erroneously or inappropriately written as hit or miss transform [46, 117, 189].

This transform uses a composite structuring element formed by two disjoint structuring elements which have the same origin. One of them has to fit the object under study (C), and the other has to miss it (D). For this reason, hit and miss is a proper name for this transform [189]. It is possible to detect foreground or background pixels depending on who owns the origin. A composite structuring element that detects upper left corners is shown below in Fig. B.11.

[^19]
(C)

| 1 | 1 | 1 |
| :--- | :--- | :--- |
| 1 |  |  |
| 1 |  |  |

(D)

Figure B.11: Composite structuring element for detecting upper left corners: (C) For the foreground and (D) for the background.

This transform is applied to images by using the formula

$$
A \odot B=(A \ominus C) \cap\left(A^{c} \ominus D\right)
$$

where $\ominus$ is the erosion and $A^{c}$ is the set complement of $A$ [49].

## B. 6 Thinning

Thinning deletes pixels of an object without holes until minimally connected lines remain halfway its borders, and deletes pixels of an object with holes until minimally connected rings remain halfway between the external border of each hole and the nearest external border belonging to the object or to another hole [157] ${ }^{2}$.

Thinning removes the border pixels that match the configuration given by a composite structuring element. Thinning $\otimes$ is computed by using

$$
X \otimes T=X \backslash(X \odot T)
$$

where $X$ is a set, $T$ is a composite structuring element, $\backslash$ is set difference, and $\odot$ is the hit and miss transform [179].

Although this definition seems simple, there are many thinning algorithms [108].

[^20]It is possible to apply thinning successively to a set what is called iterative thinning. There are two ways of applying iterative thinning. First, examining the pixels one after another, what is called sequential thinning. The result of this thinning depends on the order in which the pixels are processed. Second, examining all the pixels simultaneously, what is called parallel thinning. The result of this thinning in an iteration, only depends on the result of the previous iteration [108].

## B. 7 Shrinking

Shrinking deletes pixels of an object without holes until a pixel remains at or near the geometric center of the object, and deletes pixels of an object with holes until connected rings remain halfway between the external border of each hole and the nearest external border belonging to the object or to another holf3. Particularly, a $3 x 3$ pixel object shrinks to a pixel in its center ${ }^{4}$, and a $2 \times 2$ pixel object shrinks -by definition - to a pixel in the lower right corner [157].

According to the definitions of thinning and shrinking, there would be no difference when an object has holes. However, they might obtain different results since they use distinct algorithms. For example, the results of applying thinning and shrinking on the image (a) can be seen in the images (b) and (c) in Fig. B. 12 .

## B. 8 Skeletonization

Skeletonization, also known as Skeletonizing, reduces an object to a set of lines that are called skeleton. The extension of skeletons from Euclidean sets to discrete sets is complex what leads to skeletons that have different properties [189].

[^21]
(a) A circle with holes

(b) Applying shrinking

(c) Applying thinning

Figure B.12: Comparing shrinking (b) with thinning (c) on the image (a)

## Euclidean Skeletons

There are several formal definitions for Euclidean skeletons. These definitions give similar thin lines and preserve the homotopy of the original set. Among them, maximal disks, grass-fire or wavefront propagation, distance function, minimal paths, and openings [189]. The first two definitions are explained here.

A maximal disk, also known as maximum disk, is one of the disks contained in a shape so that no another disk within the shape contains it [98, 179].

A skeleton is the set of centers of the maximal disks (balls) of a set [179. Formally,

$$
\begin{equation*}
S(X)=\bigcup_{\rho>0} \bigcap_{\mu>0}[(X \ominus \rho B) \backslash((X \ominus \rho B) \circ \mu \bar{B})] \tag{B.1}
\end{equation*}
$$

where $\rho B$ is an open ball of radius $\rho$, and $\bar{B}$ is the closure of $B$ (Lantuéjoul, 1977, cited in (179]).

For example, a set of two overlapped disks has a skeleton formed by a line between the centers of both disks (see Fig. B.13).


Figure B.13: Overlapped disks and its skeleton

Medial axis transformation reduces an object to a set of lines that are called medial axis.

Medial axis is the set of centers of disks within a set X that overlap the borders of X at various points [179]. In simpler words, the medial axis of an object P is the set of points inside P having the same minimal distance to various borders of P [149]. A method based on wave fronts was proposed to compute it [23]. Suppose a simultaneous excitation on all the borders of an object. This excitation creates waves that spread uniformly in all directions but without flowing through each other. The medial axis is the set of points where various waves meet. Notice that waves that meet outside the object are discarded. In addition, it was suggested visualizing the contours (waves) as the front of a grass fire [23]. In this case, it is supposed that there exist grass on an object. Then, the boundaries of the object are set on fire. The fire spreads inwards from these points. Montanari (1968, cited in 98]) suggests that each fire front propagates with a constant velocity along its normal direction. The medial axis is the set of points where various fire fronts meet [38].

The medial axis has been called [23] or considered [98, 189] a skeleton. Precisely, the medial axis is a subset of the skeleton, but the difference is minimal. However, distinct morphological methods are used to compute them [179]. In this work, these concepts are considered equivalent; they are called skeleton.

## Discrete Skeletons

The extension of skeletons to discrete sets is not direct [189, 146] due to the fact that most concepts applied to Euclidean skeletons do not have a discrete equivalent [189]. For example, a line cannot be infinitely thin; a disk cannot be represented precisely, and a centered skeleton is placed approximately (notorious in thin shapes) [189].

Considering the constraints to apply skeletonization to discrete sets, these desirable properties of discrete skeletons have been proposed [146]:

1. Topology preservation: the Betti numbers $5^{5}$ of a set and its skeleton are the same.
2. One-pixel-thickness: the skeleton should be as thin as possible ${ }^{6}$
3. Medial position: the skeleton is midway the borders of the image.
4. Rotation invariance: if an image is rotated, its skeleton is the same but rotated.
5. Noise immunity: the skeleton should not change when there is noise.
6. Reconstructibility: the skeleton should allow to get the original set [189].

Unfortunately, it is impossible to fulfill all of them simultaneously. Therefore, each method complies some of them [146].

There exist many types of skeletonizing algorithms, each of them with its own characteristics [189, 146]. Some of them are maximal disks, homotopic sequential thinnings, order independent homotopic thinning, discrete distance function, skeleton by influence zones (SKIZ), and openings [189]. Some notes about some of these methods are shown below.

Maximal disks is a discretization of Eq. B.1. This is $S(X)=\bigcup_{n=0}^{\infty} S_{n}$, where $S_{n}(X)=(X \ominus n B) \backslash((X \ominus n B) \circ B)$, and $B$ is the elementary ball [19, 49, 222]. A skeleton computed accordingly to this definition might be non-connected. Consequently, this skeleton does not preserve homotopy [211]. In addition, it might have lines wider than one pixel [222].

Homotopic sequential thinning applies sequential thinning with homotopic structuring elements (they are structuring elements that do not break the connectivity of a set [19]). This thinning produces a medial axis. These points and their minimal

[^22]distance to the borders allow to reconstruct the original set [189. This thinning conserves topology and to some extent the shape of the object, but it is time-consuming, noise-sensitive, and gives very rough skeletons [146].

The skeleton by influence zones (SKIZ) is a subset of the medial axis [179].

A skeleton is shown in Fig. B. 14 (b). Notice that this skeleton seems strange; it was expected a symmetric skeleton since the set is symmetrical.

A skeleton can be seen in Fig. B. 14 (c). This is a parallel thinning that produces thin medial curves [73]. Notice that this skeleton is symmetrical.

$$
\begin{aligned}
& 0000000000 \quad 0000000000 \quad 0000000000 \\
& 0001001000 \\
& 0011111100 \\
& 0111111110 \\
& 0011111100 \\
& 0001001000 \\
& 0000000000 \\
& \text { (a) } \\
& 0000001000 \\
& 0000001000 \\
& 0111111100 \\
& 0000000000 \\
& 0000000000 \\
& 0000000000 \\
& \text { (b) } \\
& \text { (c) }
\end{aligned}
$$

Figure B.14: Different skeletons of a set: The set (a), and the skeletons computed in Matlab with bwmorph operations "skel" (b), and "thin" (c).

## B. 9 Pruning

Pruning is a process that cuts spurious branches that appear in skeletonizing operations [150]. These branches can be located by finding points with only one neighbor [184]. This can be done by using the hit and miss operator [119].

## B. 10 MSP

As a skeleton is thin, pruning it until stability finishes with "a single point or ringlike structures" [49. Particularly, pruning the skeleton of a filled region - a region whose holes have been filled- finishes with a point. This point is called MSP [210].

In addition, it has been computed by shrinking [206]. This method is better because the position of this point is at or near the center of mass [157]. Notice that the center of mass might lie outside the object what never happens with the MSPs computed with the previous method.

## B. 11 Interpolation of Sets

Several morphological interpolation methods processed sets. For example, the median set (see Sec. B.11.1), the sequence of interpolations through median sets of Beucher (see Sec. B.11.2), the Interpolation function of Meyer (see Sec. B.11.3), and the Interpolations based on Hausdorff distance of Serra (see Sec. B.11.4).

The methods of Meyer and Beucher cannot interpolate when the sets do not intersect; the methods of Serra have problems to interpolate distant sets. $7^{7}$. In general, interpolating distant sets is either impossible or almost unrealistic [87].

## B.11.1 Median Set

Serra [178] defined the median set $M$ of $X$ and $Y$, being $X \subseteq Y$, as

$$
\begin{equation*}
M=\bigcup_{\lambda \geq 0}\{(X \oplus \lambda B) \cap(Y \ominus \lambda B)\} \tag{B.2}
\end{equation*}
$$

where $B$ is the elementary structuring element [85]. An example of a step of the application of this formula is shown in Fig. B.15. Here, the intersection of $X \oplus \lambda B$

[^23]and $Y \ominus \lambda B$, that is a part of the median set $M$, equals $X \oplus \lambda B$.


Figure B.15: Computing median set: (a) X and Y sets (taken from [207]). (b) A step of median set computation (modified from [207]).

Observe that the median set of nested sets is calculated by dilating $X$ and eroding $Y$. While Beucher [20] proposed to compute median sets by using only dilation operations.

The median set is halfway between the two original sets. If these sets are shapes, the median set obtains a shape midway the original shapes. The median set is an interpolation of these sets [178].

Median set can easily be extended to intersecting sets [85]. Suppose two sets $P$ and $Q, P \cap Q \neq \phi$. Let $X=P \cap Q$, and $Y=P \cup Q$. Then it is possible to compute the median set by using Eq. B.2. An example of a median set can be seen in Fig. B.16.

An algorithm to compute median sets is described below [85].


Figure B.16: Median set from two input sets: (a) an input set, (b) another input set and (c) its median set.

Initially, three auxiliary sets are defined

$$
\begin{gathered}
Z_{0}=M_{0}=X \cap Y \\
W_{0}=X \cup Y
\end{gathered}
$$

Then, new values are computed iteratively until idempotency by using

$$
\begin{gathered}
Z_{i}=Z_{i-1} \oplus B \\
W_{i}=W_{i-1} \ominus B \\
M_{i}=\left(Z_{i} \cap W_{i}\right) \cup M_{i-1},
\end{gathered}
$$

where $B$ is the elementary structuring element.

Consequently, median set is

$$
\begin{equation*}
M(X, Y)=M_{\infty}=M_{i} \tag{B.3}
\end{equation*}
$$

where $i: M_{i+1}=M_{i}$.

## B.11.2 Sequence of Interpolations through Median Sets

Beucher [20] used median sets (see Sec. B.11.1) to interpolate sets. The idea is to create a sequence of deformations from $X$ to $Y$. Be $K_{0}=X ; K_{n}=Y$ with $n$ a power of 2 , and $M$ the median set between two sets. Then

$$
\begin{gathered}
K_{n / 2}=M\left(K_{0}, K_{n}\right) \\
K_{n / 4}=M\left(K_{0}, K_{n / 2}\right) \\
K_{3 n / 4}=M\left(K_{n / 2}, K_{n}\right) \\
K_{n / 8}=M\left(K_{0}, K_{n / 4}\right)
\end{gathered}
$$

## B.11.3 Interpolation Function

Meyer [130] proposes using geodesic distances (see Sec.A.7.1) to build an interpolation function between a set $U$ and a set $V$ containing it. For any point $x$ belonging to $V / U$ passes a shortest path between $U$ and $V^{C}$. Be $d_{1}$ the geodesic distance between $x$ and $V^{C}$. This distance can be computed eroding $V$ in $U^{C}$ with the geodesic erosion $\left(\epsilon_{U}(V)=\epsilon(V) \cup U\right)$. Be $d_{2}$ the geodesic distance between $x$ and $U$. This distance can be computed dilating $U$ in $V$ with the geodesic dilation $\left(\delta_{U}(V)=\delta(U) \cap V\right)$. The shortest path has a distance equal to $d_{1}(x)+d_{2}(x)$. Hence, it is possible to define an interpolation function as

$$
\underset{U}{V}{ }_{U}^{n} t= \begin{cases}1 & U \\ \frac{d_{1}}{d_{1}+d_{2}} & V / U \\ -\infty & V^{C}\end{cases}
$$

The interpolated sets between $U$ and $V$ are obtained by thresholding between 0 and 1 by using

$$
\underset{U}{\operatorname{In}} t(\alpha)=\{x \mid \underset{U}{V} \underset{\sim}{\operatorname{In}} t \geq \alpha\}
$$

If the value of $\alpha$ is 0 , it gives $V$; if the value is 1 , it gives $U$.

In the same paper, Meyer extended it to any two intersecting sets X and Y . To do this, the set $U$ is constructed as $X \cap Y$. The set $X$ becomes $Y$ by, at the same
time, shrinking $X$ until it becomes $U$ and expanding $U$ to become $Y$.

Thus, the interpolated set $T$ is

$$
T=\stackrel{Y}{\operatorname{Interpolation}}(\alpha)=\stackrel{X}{\underset{X}{\operatorname{In}}} \underset{U}{ }(\alpha) \cup \stackrel{Y}{\operatorname{In}_{U}} t(1-\alpha),
$$

where $\alpha \in[0,1]$.

## B.11.4 Interpolations based on Hausdorff Distance

Serra [178] used Hausdorff distance (see Sec.A.7.2) to create several types of interpolations, such as the first Hausdorff geodesic and the second Hausdorff geodesic. The first method is explained below.

## First Hausdorff Geodesic Interpolation

The first Hausdorff geodesic interpolation considers that a pair $X, Y$ at Hausdorff distance $\rho$ apart, admits this geodesic [178]:

$$
\left\{Z_{\alpha}=\delta_{\alpha \rho}(X) \cap \delta_{(1-\alpha) \rho}(Y), \alpha \in[0,1]\right\}
$$

When $\alpha=0$, this interpolation gets $X$; when $\alpha=1$, this interpolation gets $Y$; when $\alpha$ takes an intermediate value and the sets $X$ and $Y$ are disjoint, this interpolation is greater than both $X$ and $Y$ (a swelling).

An example is shown in Fig. B.17. Consider the sets $X$ and $Y$, and the structuring element shown in (a), (b), and (c), respectively. Multiples dilations - each area enclosed by a red line - of the set $X$ and $Y$ are shown in (d) and (e), respectively. Note that $\rho=11$. Thus, to compute all the interpolations for this example, $\alpha=n / 11$, with $\mathrm{n}=0,1, \ldots, 11$. Finally, the interpolation with alpha $=4 / 11$ is shown in (f).


Figure B.17: Example of first Hausdorff geodesic interpolation


## C. 1 Grey-level Mathematical Morphology

This section should refer to mathematical morphology applied to grey-level images. However, in this work, grey-level operators were not used. However, the grey-level watershed transform has been extended to color images.

## C.1.1 Grey-level Watershed Transform

There are many concepts of physical geography used in mathematical morphology. One of them is watershed. Unfortunately, watershed has two usages in mathematical morphology: as drainage divide [103, 189], and as catchment or drainage basin [65, 157, 179]. To avoid confusions, watershed is synonymous with drainage divide in this document.

A grey-level image can be seen as a topographical map where high values represent high altitudes, and low values represent low altitudes 65]. The watershed transform obtains its drainage divide (watershed) [103].

There are two intuitive approaches to explain the watershed transform: One based
on raining and the other, on flooding. On one hand, if it rains, each drop after contacting the surface slides by the steepest descent to the lowest point in the region (regional minimum). However, in some points, a drop might slide to several regional minima. These points are the watershed [189]. On the other hand, first suppose that holes are pierced in each regional minimum, then the water table level rises, but water can only enter by the holes. A dam is constructed where the water fronts originating from several holes meet. When all the surface is underwater, the resulting set of dams is the watershed [189, 103].

The watershed transform can be implemented with the flooding approach and cannot be implemented with the raining approach [189].

The watershed transform (classical or regular watershed [49]) can be applied to the original image, and to its gradient [103]. It produces over-segmentation on both cases [166, 65, 184]. An example of over-segmentation is shown in Fig. C.1.


Figure C.1: Watershed of an image: (a) An image and (b) its watershed (Alina N. Moga and M. Gabbouj, taken from [157])

Several approaches have been used to solve this problem, among them: watershed from markers and hierarchical watershed [166]. They are useful for interactive image segmentation, and they have been used conjointly in SegmentIt [101].

## Watershed from Markers

The flooding analogy helps to explain this approach easily. As each hole creates a region, the idea is to make holes only in the regions of interest (objects, for example). The user puts a marker in each region of interest, and the watershed transform drill holes only in these markers [49, 101, 116].

A marker could be a connected component [65] or a set of disconnected points [116]. Markers could be defined by the user or computed automatically [189]. Many markers might correspond to the same segment [189].

This method obtains good segmentations when it is known where the markers should be placed [49].

## Hierarchical Watershed Transform

Hierarchical or multiscale watershed transform creates a hierarchy of water basins. It can be understood as an improvement of the watershed from markers approach. Starting from the case in which each minimal region has a marker, the number of markers is reduced one-by-one until only one marker stays, by taking first the markers belonging to the upstream basins (in Dougherty terms, those with lower dynamics) [49]. A "upstream basin" has its regional minima upper than another basin (downstream basin). The basins constructed with this procedure form a hierarchy of basins: the upstream basin is the child and the downstream basin is the father.

These hierarchies help to solve the over-segmentation problem [171]. To do that, the adequate basins are selected from the hierarchy.

## C. 2 Color Mathematical Morphology

Mathematical morphology cannot be applied to colors directly. As mathematical morphology requires an order relation, there is a problem because colors do not have a universal natural order. A solution is to use a sub-(less than total) ordering, that is to say, an incomplete ordering relation. There are four classes of sub-ordering: marginal, reduced, partial, and conditional [16, 10, 231].

In the marginal ordering, each component is ordered independently of the other components. Thus, morphological operators that use this ordering produce componentwise operators. For example, the color dilation of

$$
f(x, y)=\left[f_{R}(x, y), f_{G}(x, y), f_{B}(x, y)\right]
$$

by the structuring element

$$
h(x, y)=\left[h_{R}(x, y), h_{G}(x, y), h_{B}(x, y)\right]^{T}
$$

in RGB color space is defined as

$$
\left(f \oplus_{c} h\right)(x, y)=\left[\left(f_{R} \oplus h_{R}\right)(x, y),\left(f_{G} \oplus h_{G}\right)(x, y),\left(f_{B} \oplus h_{B}\right)(x, y)\right]^{T}
$$

where the symbol $\oplus_{c}$ represents component-wise dilation and $\oplus$ represents grey-scale dilation [40].

In the reduced ordering, each vector maps to a single scalar value; these values order the vectors (Barnett, 1976, cited in [40]). Usually, the function that maps the vectors computes the distance to a reference vector [140].

In the partial ordering ${ }^{11}$, pre-orders partition the vectors in groups of equivalence (Titterington, 1978, cited in [9]). In simpler words, vectors are partitioned into smaller groups [59]. Although the groups are ordered between them, there is no order within the groups [154].

[^24]In the conditional ordering, vectors are ordered by using a hierarchical order of its components [114]. This ordering is usually called the lexicographical order. Different priorities can be defined between the components. If all of them are considered, this is a total order. In addition, the infimum and supremum are members of the initial set of vectors [140. However, it does not consider the vectorial nature of the color input [59].

Although all these families of orders have been used, only a few orders have emerged as suitable. All of them change a space to a new one in which it is possible to order the vectors [140].

However, the ambiguity of ordering vectors and the subjectivity of colors have prevented the general acceptance of any color morphological operator [10].

## C.2.1 Color Watershed

Color segmentation methods are essentially grey-level segmentation methods applied to different color spaces [37]. For example, the watershed transform processes only grey-level images [34, 47]; many techniques have extended it to color images [47]. Obviously, these techniques might produce different watersheds [47].

There is an interactive program that uses color watershed: SegmentIt. This program allows both watershed from markers and hierarchical watershed. Furthermore, it is possible to change from one approach to the other. In the hierarchical watershed, the user chooses which partition should be split to obtain each region of interest. It is also possible to merge regions. This program uses a weighted gradient to segment. A weighted gradient is the ponderation of the gradients defined in each band of the HSB (HSV) color model [101].


# Implementing Existent Interpolation Methods for <br> Color Images 

This chapter describes the implementation of the color interpolation methods that were used in this work.

The color interpolation methods implemented are the linear, and the median of Iwanowski and Serra.

## D. 1 Implementing Linear Interpolation for Color Images

The two-image method explained in Sec. A.10.1 was implemented [196]. The linear interpolation method requires a perceptually uniform color model to get better results. Here, CIELAB was chosen. So, the RGB images are transformed into CIELAB images, then each component is interpolated linearly, and finally, the result is converted into RGB. The implementation in Matlab can be seen in Fig. D.1.
function sRGB3 $=$ Linear_interpolation(sRGB1, sRGB2)
$\mathrm{C}=$ makecform('srgb2lab');
lab1 = applycform(sRGB1, C);
lab2 = applycform(sRGB2, C);
lab3 $=$ lab1 $/ 2+$ lab2 $/ 2 ;$
$\mathrm{C}=$ makecform('lab2srgb');
sRGB3 $=$ applycform(lab3, C);

Figure D.1: Linear color interpolation program (written in Matlab)

## D. 2 Implementing Color Median of Images

This is an adaptation of the median image generation method for color images of Iwanowski and Serra explained in Sec. 2.4 [85]. In this adaptation (see Fig. D.2), pixels were compared using lightness.

As in CIELAB, the first component, $L^{*}$, is lightness, the RGB images are converted into CIELAB ones within calcularInfimoLuminosidad, calcularSupremoLuminosidad, dilatarColorLuminosidad, and erosionarColorLuminosidad.

The infimum is the image that results from a point-to-point operation that takes the pixel with lower lightness from the input images. It is computed in calcularInfimoLuminosidad (see Fig. D.3).

The supremum is the image that results from a point-to-point operation that takes the pixel with higher lightness from the input images. It is computed in calcularSupremoLuminosidad.

In the dilation, computed in dilatarColorLuminosidad, the structuring element is superimposed on each pixel of the input image; the pixel under the structuring element with the highest lightness is put under the center of the structuring element in the output image.

```
function \(\mathrm{M}=\) computingColorMedianImage ( \(\mathrm{X}, \mathrm{Y}\) )
if \(\operatorname{sum}(\operatorname{sum}(\operatorname{sum}(X \& Y))) \sim=0\)
    SE = strel('disk',1,8);
    \(\mathrm{Z}=\) calcularInfimoLuminosidad (X, Y);
    \(\mathrm{W}=\) calcularSupremoLuminosidad ( \(\mathrm{X}, \mathrm{Y}\) );
    Mant \(=W\);
    \(\mathrm{M}=\mathrm{Z}\);
    while \(\sim\) isequal (Mant, M)
        Mant \(=\operatorname{repmat}(\mathrm{M}, 1)\);
        \(\mathrm{Z}=\) dilatarColorLuminosidad (Z, SE);
        \(\mathrm{W}=\) erosionarColorLuminosidad (W, SE);
        \(\mathrm{M}=\) calcularSupremoLuminosidad (calcularInfimoLuminosidad (Z, W), M);
    end
else
    \(\mathrm{M}=\mathrm{X}\);
    display('Warning, the set intersection is empty');
end
```

Figure D.2: Color median image generation program (written in Matlab)
function $\mathrm{M}=$ calcularInfimoLuminosidad (sRGB1, sRGB2)
$\mathrm{C}=$ makecform('srgb2lab ');
lab1 $=$ applycform(sRGB1, C);
lab2 = applycform(sRGB2, C);
[filas, columnas, dummy] $=$ size(sRGB1);
for $i=1$ :filas
for $\mathrm{j}=1$ :columnas
if $(\operatorname{lab1} 1(\mathrm{i}, \mathrm{j}, 1)<=\operatorname{lab} 2(\mathrm{i}, \mathrm{j}, 1))$
$\mathrm{M}(\mathrm{i}, \mathrm{j}, 1)=\operatorname{sRGB} 1(\mathrm{i}, \mathrm{j}, 1) ; \mathrm{M}(\mathrm{i}, \mathrm{j}, 2)=\operatorname{sRGB} 1(\mathrm{i}, \mathrm{j}, 2) ; \mathrm{M}(\mathrm{i}, \mathrm{j}, 3)=\operatorname{sRGB} 1(\mathrm{i}, \mathrm{j}, 3) ;$
else
$\mathrm{M}(\mathrm{i}, \mathrm{j}, 1)=\operatorname{sRGB} 2(\mathrm{i}, \mathrm{j}, 1) ; \mathrm{M}(\mathrm{i}, \mathrm{j}, 2)=\operatorname{sRGB} 2(\mathrm{i}, \mathrm{j}, 2) ; \mathrm{M}(\mathrm{i}, \mathrm{j}, 3)=\operatorname{sRGB} 2(\mathrm{i}, \mathrm{j}, 3) ;$ end
end
end

Figure D.3: calcularInfimoLuminosidad program (written in Matlab)

In the erosion, computed in erosionarColorLuminosidad, the structuring element is superimposed on each pixel of the input image; the pixel under the structuring element with the lowest lightness is put under the center of the structuring element in the output image.



Extending the kernels in Figs. A. 10 and A. 11 to a 3 x 3 matrix leads to the Prewitt kernel [160].

Two of the eight Prewitt masks are shown in Eqs. E. 1 and E. 2 [18. Notice that $G_{x}$ goes rightwards, and $G_{y}$, upwards.

$$
\begin{align*}
& G_{x}=\frac{1}{6}\left[\begin{array}{lll}
-1 & 0 & 1 \\
-1 & 0 & 1 \\
-1 & 0 & 1
\end{array}\right]  \tag{E.1}\\
& G_{y}=\frac{1}{6}\left[\begin{array}{rrr}
1 & 1 & 1 \\
0 & 0 & 0 \\
-1 & -1 & -1
\end{array}\right] \tag{E.2}
\end{align*}
$$

Many authors use approximate Prewitt masks as they are not interested in the exact values of the derivatives. They are interested in the relative differences; for example, to compute the gradient orientation, or to detect a border. Some authors do not consider $\frac{1}{2 h}$ in Eq. A.2. Two of the eight approximate Prewitt masks are shown in Eqs. E. 3 and E. 4 [234]. Notice that $G_{x}$ goes rightwards, and $G_{y}$, upwards. Other authors consider neither $\frac{1}{2 h}$ nor $\frac{1}{w+2}$ in Eq. A.2. Thus, two of the eight approximate

Prewitt masks are shown in Eqs. E. 5 and E. 6 [2].

$$
\begin{align*}
& G_{x}=\frac{1}{3}\left[\begin{array}{lll}
-1 & 0 & 1 \\
-1 & 0 & 1 \\
-1 & 0 & 1
\end{array}\right]  \tag{E.3}\\
& G_{y}=\frac{1}{3}\left[\begin{array}{rrr}
1 & 1 & 1 \\
0 & 0 & 0 \\
-1 & -1 & -1
\end{array}\right]  \tag{E.4}\\
& G_{x}=\left[\begin{array}{lll}
-1 & 0 & 1 \\
-1 & 0 & 1 \\
-1 & 0 & 1
\end{array}\right]  \tag{E.5}\\
& G_{y}=\left[\begin{array}{rrr}
1 & \frac{1}{0} & 1 \\
0 & \underline{0} & 0 \\
-1 & -1 & -1
\end{array}\right] \tag{E.6}
\end{align*}
$$



The Sobel operator gives more importance to the difference across the central pixel [82].

This operator is often better than the Prewitt operator [26] as it suppresses noise better [50, 92].

Two Sobel kernels [18] are shown below. Notice that $G_{x}$ goes rightwards, and $G_{y}$, upwards.

$$
G_{x}=\frac{1}{8}\left[\begin{array}{ccc}
-1 & 0 & 1 \\
-2 & 0 & 2 \\
-1 & 0 & 1
\end{array}\right] \quad G_{y}=\frac{1}{8}\left[\begin{array}{ccc}
1 & 2 & 1 \\
0 & 0 & 0 \\
-1 & -2 & -1
\end{array}\right]
$$

For the same reason given for the Prewitt operator, approximate Sobel masks are frequently used. For example, two commonly used kernels are the matrices shown above but without the fractions [151].



## G. 1 Mean Squared Error

MSE is computed as

$$
M S E=\frac{1}{N} \sum_{i=1}^{N}\left(x_{i}-y_{i}\right)^{2}
$$

where $x=\left\{x_{i} \mid i=1,2, \ldots, N\right\}$ and $y=\left\{y_{i} \mid i=1,2, \ldots, N\right\}$ are two images to be compared, $x_{i}$ and $y_{i}$ are their intensities in the pixel $i$, and $N$ is the number of pixels of these images [216].

## G. 2 Peak Signal to Noise Ratio

PSNR is computed as

$$
P S N R=10 \log _{10} \frac{L^{2}}{M S E}
$$

where $M S E$ is the mean squared error and $L$ is the dynamic range of intensities (for 8 bits $/$ pixel, $L=2^{8}-1=255$ ) [216].



This section explain some basic and advanced concepts about statistics.

## H. 1 p-value

The $p$-value is the probability that the results were obtained by chance. Formally, the $p-v a l u e$ is the probability that the test statistic obtains values as or more extreme than the observed test statistic by assuming that $H_{0}$ is true [28].

The smaller $p-$ value, the stronger evidence against the null hypothesis [28].

## H. 2 One- and Two-tailed Tests

The way of computing the $p$-value depends on the alternate hypotheses and the type of test [28]. For example,

This is the null hypothesis:

$$
H_{0}: m=0
$$

These are alternative hypotheses:
$H_{1}: m \neq 0$.
$H_{1}: m>0$.
$H_{1}: m<0$.

If the alternative hypotheses is $H_{1}: m \neq 0$, the $p$-value is the probability of getting a test statistic as high or higher than the observed test statistic or as low or lower than the observed test statistic. This is a two-tailed test [28].

If $H_{1}: m>0$, the $p$-value is the probability of getting a test statistic as high or higher than the observed test statistic. This is a right-tailed test [28].

If $H_{1}: m<0$, the $p$-value is the probability of getting a test statistic as low or lower than the observed test statistic. This is a left-tailed test [28].

The right- and left-tailed tests are one-tailed tests [218].

## H. 3 Significance Level

The significance level is the maximum probability of arriving to a "wrong" conclusion that someone tolerates (is willing to take). For example, a significance level of $1 \%$ means that if you collect 1000 samples and perform a statistical test on each of them, you will make the "wrong" conclusion ten times ( $1 \%$ of 1000 is 10). Here, wrong means that the alternative hypotheses is accepted (it is believed to be true) when it is false. This is a Type I error [175].

The significance level, $\alpha$ - level, usually is set to $0.10,0.05$, and 0.01 . They are called moderately significant, significant, and highly significant, respectively [175].

When a statistical test is performed, if the $p$-value is less than $\alpha$-level, the result is statistically significant [175]. Consequently, the null hypothesis can be rejected [168]

The significance level must be set before the experiments [221].

## H. 4 Statistical Power

The statistical power of a test is the probability of rejecting the null hypothesis when that hypothesis is in fact wrong [138].

The error of not rejecting a false null hypothesis is called a type II error. The probability of this type of error is beta. Therefore, the power is 1 minus beta [14].

## H. 5 Skewness

Skewness is defined as the opposite of symmetry; when there is skewness, the mean, median and mode values are different [90]. The skew can be negative or positive (see Fig. H.1). It is positive when more than half of the area under the curve is at the right of the mode, and it is negative when more than half of the area below the curve is at the left of the mode [90].


Figure H.1: Negative and positive skew diagrams (Hermans, 2008)

The main methods for measuring skewness are the methods of Karl Pearson, Bowley, and Kelly 90 .

There are many methods applicable to small samples [6]. The definition used here is

Skewness $=\frac{n^{2}}{(n-1)(n-2)} \frac{m_{3}}{s^{3}}$,
where $m_{3}$, the sample third central moment, is
$m_{3}=\frac{1}{n} \sum_{i=1}^{n}\left(x_{i}-\bar{x}\right)^{3}$,
and $s$, the sample standard deviation, is
$s=\sqrt{\frac{1}{n-1} \sum_{i=1}^{n}\left(x_{i}-\bar{x}\right)^{2}}[24]^{1}$,

The variance of skewness is
$\operatorname{var}($ Skewness $)=\frac{6 n(n-1)}{(n-2)(n+1)(n+3)}$ [24, 104].

Then, the standard deviation of the skewness is
$\mathrm{SD}($ Skewness $)=\sqrt{\operatorname{var}(\text { Skewness })}$.

There exist a test statistic for skewness,
$z_{1}=\frac{\text { Skewness }}{\text { SD(Skewness })} \sim N(0,1)[24]$.

[^25]
## H. 6 Normality

A population or sample has normality when it follows the normal distribution [107].

There are many methods for appraising normality. They fall into one of three categories [107]:

## Descriptive statistics

Descriptive statistics can be used to judge if the data follows the normal distribution [161] as this distribution has some unique characteristics relatives to "centralization" and "dispersion" [69].

Among the descriptive statistics that appraise centralization are the mean, the mode, and the median. In this distribution, all of them are equal [69].

Among the descriptive statistics that evaluate dispersion are the skewness and the kurtosis [124]. In this distribution, skewness is 0 and kurtosis is 3 [170]. Some authors [107] suggests kurtosis must be close to 0 , but they refer to excess kurtosis.

If descriptive statistics for a sample are close to the expected values for a normal distribution, a normal distribution can be assumed.

Statistical graphics
Graphs are more useful than descriptive statistics to appraise normality. Histograms, box plots, and (normal) probability plots are the most used graphs for this. Others used sometimes are stem-and-leaf diagrams, dot plots, and Q-Q plots [107].

The normal probability plot is a more specialized display to check normality than histograms, box plots, stem-and-leaf diagrams, and dot plots [190]. For this reason, the normal probability plot has been used in this work (this graph is explained below).

Although it is possible to judge normality by using plots, it is subjective and rather difficult to do this, so it is useful to apply a test of normality [60, 170 .

## Statistical tests

Apparently, this is the best choice to appraise normality.
The most used are the Shapiro-Wilk, Kolmogorov-Smirnov, and Chi-squared tests [107].

It is crucial to be aware of the power of these tests, and their power depends on the sample size [152]. These tests may suffer from low power, i.e. they may fail to reject $H_{0}$ when it is false (Wilcox, 2003, cited in [110]). If the sample is small, a test of normality can be useless [76].

The hypotheses for the tests of normality are [170]
$H_{0}$ : The sample comes from a normal distribution.
$H_{1}$ : The sample comes from a non-normal distribution.

Remember that fail to reject $H_{0}$ is not the same as accept $H_{0}$. If the sample is small, low power impedes rejecting $H_{0}$. In this case, it has been advised to look at the statistical graphics as well [110].

## H.6.1 Normal Probability Plot

To construct this graph [212, 137, first rearrange the data set in ascending order. Let $x_{1}, x_{2}, \ldots, x_{n}$ the reordered data set. The subscript $i$ represents the rank of the particular data value. The estimated cumulative probability, $P_{i}$, for each value in the reordered data set is

$$
\begin{equation*}
P_{i}=\frac{i-0.5}{n} . \tag{H.1}
\end{equation*}
$$

The ordered observations $x_{i}$ are then plotted against $P_{i}$ on a normal probability paper [137] ${ }^{2}$. If this graph shows roughly a straight line, the data follows roughly a

[^26]normal distribution [190].

It is also possible to use a software package to plot this graphic.

## H.6.2 Shapiro-Wilk Test

In the last years, this test has become the preferred one as it compares favorably to a wide range of alternative tests [91. The Shapiro-Wilk test is the most powerful normality test when it is compared with the Kolmogorov-Smirnov, Lilliefors, and Anderson-Darling tests [163].

This test is suitable when the sample is small (less than 50 ); otherwise, it is too exigent 164 .

This test statistic is denoted by $W$ and ranges from 0 to 1 [152]. The critical values can be searched in a table; for example, in [123].

To compute this test by hand is burdensome [11].

## H. 7 Paired Difference Tests

If a sample of differences comes from a normal population with standard deviation unknown, a t-test for correlated samples is appropriate [66]. Otherwise, it is compulsory to apply non-parametric tests, such as the sign and the Wilcoxon signed-rank test. These tests are explained below.

## H.7.1 t-Test for Correlated Samples

It is also called $t$-test for pairs, $t$-test for paired samples, $t$-test for matched samples, and $t$-test for related samples $t$-test for dependent samples, repeated-measures $t$-test,
and within-subjects $t$ [167, 134].

This test has these assumptions [204]:

1. The distribution of the population is normal.
2. The distribution of pairwise differences is normal, and the differences are a random sample.
3. Cases must be independent of each other.

As it was not applied in this work, it is not described.

## H.7.2 Wilcoxon Signed-rank Test

The Wilcoxon signed-rank test is used to test hypotheses about the median of a population or the difference between paired measurements. The second use is more frequent [93]; this section explains it.

The Wilcoxon signed-rank test is the non-parametric test appropriate to compare two related samples [41]. This test is especially useful when the sample is small ( $n<30$ ), and the differences are distributed strongly non-normal [187]. It requires numerical data and a population (conformed by the differences in paired values) symmetrically distributed [64, 187, 213]. When the data are non-symmetrical or highly skewed, it can be used the sign test [213].

The power efficiency of this test relative to the t-test for correlated samples is $95.5 \%$ when the assumptions of the latter test are met. Thus, the Wilcoxon signedrank test is an excellent alternative to the t-test for correlated samples [99].

These assumptions must be checked [1]

1. The differences are a random sample from a population of differences with unknown median, M.
2. The differences are calculated on quantitative data having the interval property.
3. The population of differences has a continuous distribution and is symmetric.

It is computed following these steps [169, 129]:

1. This is the null hypothesis:
$H_{0}: m=0$.
2. Choose one of these alternative hypotheses:
(a) $H_{1}: m \neq 0$
(b) $H_{1}: m>0$
(c) $H_{1}: m<0$.
3. Collect or choose a random sample of paired data.
4. Compute the difference for each pair of observations. Discard differences equal to zero, and reduce the number of pairs, $n$, accordingly.
5. Rank the remaining pairs by assigning 1 to the smallest absolute difference, 2 to the next one, $\ldots, n$ to the highest one. If there are some ties in the differences, assign the mean of their ranks to each of them.
6. Calculate the rank sum for the negative differences, $T^{-}$, and for the positive ones, $T^{+}$. Be $T$ the lower value between $T^{-}$and $T^{+}$.
7. Find the p-value or, alternatively, $T_{0}$.

To find the $p$-value,
(a) To test $H_{1}: m \neq 0$, a two-tailed test, use $T$ and $n$ to compute the $p$-value.
(b) To test $H_{1}: m>0$, a one-sided test, use $T^{+}$and $n$ to compute the $p$-value.
(c) To test $H_{1}: m<0$, use $T^{-}$and $n$ to compute the $p$-value.

Alternatively, use $\alpha$ and $n$ to find the value $T_{0}$ in a table of critical values of $T$.

## 8. Conclude.

If the $p$-value is less than $\alpha$ (alternatively, if $T_{0}<T\left[T^{+}\right.$or $\left.T^{-}\right]$), reject $H_{0}$ and conclude that the median difference is not zero, is greater, or less than zero respectively, otherwise do not reject $H_{0}$.

## H.7.3 Sign Test

The sign test is used to test hypotheses about the median of a population or the difference between paired measurements [169]. This section explains the latter.

This is a non-parametric test used to compare sample distributions from two populations that are not independent [28]. This test can be used without taking care of the distributions. However, this test is not very powerful [200].

It only requires numerical or ordinal data [200]. These measurements are replaced by plus and minus signs, and then the signs are considered a sample from a binomial population 56.

It is computed following these steps [169]:

1. This is the null hypothesis:
$H_{0}: m=0$.
2. Choose one of these alternative hypotheses:
(a) $H_{1}: m \neq 0$
(b) $H_{1}: m>0$
(c) $H_{1}: m<0$.
3. Collect or choose a random sample of paired data.
4. Compute the number of times $k$ that the difference for each pair of observations is greater than zero. Discard differences equal to zero and reduce the number of pairs, $n$, accordingly.
5. Find the p-value.

The $p$-value, aka $P$-value, is the probability that the found effect, or a more extreme one, would occur if the null hypothesis were true [191].

The number $k$ under the null hypothesis has a binomial distribution, with $\pi=$ $\frac{1}{2}$ [202] (the proportion of positive signs in the population is denoted $\pi$ [220]).
(a) For $H_{1}: m<0$, it is necessary to compute $p$-value $=P(x \leq k)=\mathrm{P}(\mathrm{x}=0)$ $+\mathrm{P}(\mathrm{x}=1)+\ldots+\mathrm{P}(\mathrm{x}=\mathrm{k})$, where $\mathrm{P}(\mathrm{x}=\mathrm{i})$ is the probability of $\mathrm{x}=\mathrm{i}$ in the binomial distribution. As computing this could be cumbersome, it is easier to find $P(x \leq k)$ directly in a cumulative binomial distribution table [129].
(b) For $H_{1}: m>0$, it is necessary to compute $p$-value $=P(x \geq k)=1$ $P(x \leq k)$; find $P(x \leq k)$ as before.
(c) For $H_{1}: m \neq 0$ it is necessary to compute $p$-value $=2 P(x \leq k)$ [7]; find $P(x \leq k)$ as before.

## 6. Conclude.

If the $p$-value is less than $\alpha$, reject $H_{0}$ and conclude that the median difference is not zero, is greater, or less than zero respectively, otherwise do not reject $H_{0}$.

## H. 8 Rank Correlation

A ranking is an ordering of some elements, so an element is higher, at the same level, or lower than another. Rank correlations try to establish a relationship between different rankings.

The rank correlations of Kendall and Spearman assume that the relationship between the two variables is monotonic (i.e. either increasing or decreasing), though not necessarily linearly. The rank correlation coefficients range from -1 to +1 , where -1 means perfect negative correlation and +1 means perfect positive correlation [113].

The correlation of Kendall has approximately the same power as the correlation of Spearman [113], but it is more appropriate if there are tied ranks [75]. Consequently, only the former is described.

## H.8.1 Correlation Coefficient of Kendall

The correlation coefficient of Kendall is a non-parametric test computed on ranks [75]. It is subject to less stringent assumptions than the parametric correlation of Pearson [75]. It has good properties but high computation complexity $\left(\mathrm{O}\left(n^{2}\right)\right)$ [227].

To compute this coefficient [131], for each pair of observations, assign +1 if the pair is ordered (concordant), otherwise assign -1 (discordant). Compute the number $C$ of concordant pairs and the number $D$ of discordant pairs. Compute $K$ as $C$ less $D$. The coefficient known as tau of Kendall is

$$
\begin{equation*}
\tau=\frac{2 K}{n(n-1)} \tag{H.2}
\end{equation*}
$$

The distribution of tau can be found in tables for small samples or approximated through a normal distribution for large samples $(n>10)$ by using these parameters [131]:

$$
\begin{equation*}
E[\tau]=0 ; \operatorname{Var}[\tau]=\frac{2(2 n+5)}{9 n(n-1)} . \tag{H.3}
\end{equation*}
$$

## Choosing an Interactive Segmentation Method

This chapter explains how to choose an interactive segmentation method. However, it has recommended a method whose program is not available in the Internet.

## I. 1 Measurement of Interactive Segmentation Methods

Some criteria are needed to appraise interactive segmentation methods. In the literature, three criteria have emerged as a standard for this: accuracy, repeatability, and efficiency (Udupa and Herman, 2000, cited in [147]). These criteria are interdependent [201]; for example, improving accuracy usually implies losing efficiency.

## I.1.1 Accuracy

Accuracy is the degree of agreement between a segmented image and its ground truth [201]. It is possible to evaluate the accuracy by using human experts (subjective evaluation), or by using different distance measures between the ground truth and the segmented image (objective evaluation). Accuracy is the most used evaluation criterion [147].

In interactive methods, the user can improve the accuracy to a level that is always
satisfactory. This is not true when some limitations are imposed on him [147]. For example, limiting the time to complete the segmentation [126].

Previous works have considered both boundary and object accuracy. Boundary accuracy shows how well the boundary of the segmented region matches its ground truth. Object accuracy shows how well the whole region matches its ground truth [127]. Large overlapped areas overcome small defects around the boundary when object accuracy is evaluated [126]. In this work, object accuracy is more important than boundary accuracy because we are interested in the entire region accuracy.

It has been proposed [173] appraising object accuracy by using the arithmetic mean of the coefficient of Dice over all the image segments. This is

$$
\text { Dice }- \text { score }=\frac{1}{N} \sum_{i=1}^{N} \operatorname{Dice}\left(E_{i}, G T_{i}\right)
$$

where $E_{i}$ and $G T_{i}$ are the $i$-th of $N$ segment for the machine segmented image and the ground truth, respectively. The Dice coefficient is defined as

$$
\operatorname{Dice}\left(E_{1}, E_{2}\right)=\frac{2\left|E_{1} \cap E_{2}\right|}{\left|E_{1}\right|+\left|E_{2}\right|},
$$

where $E_{1}$ and $E_{2}$ are two segments, and $|\mid$ denotes the area of a segment.

Also, the binary Jaccard index, $J$, has been adapted to measure object accuracy. This is

$$
J=\frac{\left|G_{O} \cap M_{O}\right|}{\left|G_{O} \cup M_{O}\right|},
$$

where $G_{O}$ is the ground-truth object, and $M_{O}$ is the segmented object [126].

This index outperformed several commonly used measures (precision, recall, and the Rand index) in a comparison between measured and perceived accuracy [126].

Notice that the Dice coefficient can be computed from the Jaccard index by using
this simple formula

$$
D=2 J /(1+J)
$$

In addition, the Dice coefficient can be converted into the Jaccard index by using this formula

$$
J=D /(2-D)
$$

However, there are no such formulae for the Dice-score. Thus, the Dice-score and the Jaccard index cannot be compared. As the Jaccard index was tested against perceived accuracy, it was chosen.

## I.1.2 Repeatability

Repeatability, also known as precision, measures the similarity of different segmentations obtained when a user has always pursued the same goal. In other words, a user, trying to get identical ROIs, segments an image many times. The difference in the results depends on the inputs given to the segmentation tool, such as where the user traces scribbles or makes clicks. This is an intra-operator repeatability. It is also possible to measure the inter-operator repeatability, but different users might differ in what they consider the ideal segmentation [147. The latter class of repeatability was used in [126].

## I.1.3 Efficiency

In this context, efficiency is to segment an image by using as few resources as possible.

Evaluating the efficiency of interactive segmentation methods is very subjective. However, it is reasonable to say that a method of this kind is efficient when its computational part is fast, autonomous, and predictable, and when the human interactions are few, quick, and simple [147].

Time is an important measure for interactive methods since they should give an
accurate segmentation faster than it would take to make it by hand [126].

## I. 2 Datasets for Evaluating Interactive Segmentation Methods

This work requires an interactive, multi-label segmentation method. Consequently, it is necessary a multi-label dataset with the regions to segment signaled somehow (see some methods of signaling in Fig. A.15. Unfortunately, only IcgBench fulfills these conditions. However, the Berkeley Segmentation Dataset [122] (BSDS) has been used anyway.

The publicly available IcgBench dataset could be used to evaluate methods that use scribbles. This dataset gives 262 seed/ground truth pairs on 158 different natural images [173]. This dataset contains 243 images; 85 images do not have a seed/ground truth pair.

BSDS contains segmentations made by humans for images from a wide range of natural scenes. It was proposed that segmentations could be evaluated by comparing them to the segmentations made by multiple humans. As different human segmentations of the same image are very consistent, this comparison is reliable [122]. As different segmentations of the same image made by one human has lower variability than those of distinct humans, the former could not be used as ground truth [197].

BSDS cannot be used to compare interactive segmentation methods automatically since it is an unsupervised segmentation benchmark (it does not provide seeds) [173]. However, BSDS has been used to compare these methods by using user experiments [126].

The publicly available $M S R C C^{2}$ database was constructed to train and test object recognition and segmentation methods. This database contains 591 photographs;

[^27]they were segmented and classified in 21 classes (for example, building, grass, tree, cow). The ground-truth images also contain pixels labeled as "void". This class signals pixels that do not belong to any other class, and to allow for a rough and quick, hand-made segmentation [185].

MSRC seems suitable for figure-ground segmentation but not for image segmentation.

The publicly available $\mathrm{GrabCu} \rrbracket^{3}$ dataset specifies background, foreground, and mixed area. The publicly available $L H I I^{4}$ dataset specifies both a set of objects (foreground) and their background.

Consequently, Grabcut and LHI can be used to evaluate only foreground and background segmentations.

## I. 3 Comparison of Interactive Segmentation Methods

Comparison of accuracy between this class of methods has been made by using the Jaccard index on the BSDS and the Dice-score on the IcgBench dataset. Other indexes and datasets were not considered by the reasons given in the previous sections. For this reason, some promising methods were not considered, such as Multi-label Interactive CRF (Conditional Random Fields) and Multi-label Interactive Higher Order $C R F$ 141.

Seeded Region Growing (SRG), Simple Interactive Object Extraction (SIOX), Interactive Graph Cuts (IGC), and Interactive Segmentation using Binary Partition Trees (BPT) give a good coverage of the algorithmic approaches for interactive segmentation. They were compared by using the Jaccard index on 100 distinct objects selected from 96 images in the BSDS. In this evaluation, the users segmented each

[^28]object by marking the foreground and background areas with the mouse. The time to segment each object was limited to 2 minutes, but the users could finish before. BPT and IGC achieve similar accuracy. Both attained better accuracy than SRG and SIOX [126]. IGC and SIOX are two-label [27, 57] while BPT and SRG are multilabel [172, 4]. This comparison uses a two-label segmentation, so it is quite possible that BPT and SRG cannot segment multiple labels as efficiently as segmenting only two.

By using the Dice-score on the IcgBench dataset were compared Random Forest, Graph cuts with $\alpha$-expansion, and Partial Differential Equations (PDE). PDE attained better accuracy than the other methods [142].

Unfortunately, the aforementioned evaluations cannot be compared between them. Not only the datasets are different, also the accuracy measures. However, the first comparison uses a better accuracy measure and has a better coverage of algorithmic approaches. Consequently, the first comparison was considered to choose an algorithm. Thus, BPT was chosen, but this program is not publicly available. The same happens with the best algorithm in the other evaluation.

## Compression and Expansion between the Borders and the Birthplace

This approach, even with the improvement suggested below, cannot be used always. It should be used only when the Compression and Expansion between the Borders and the Skeleton fails. Its justification lies on replacing incorrect nucleus with birthplaces and on replacing swinging line segments with stable ones.

Take a couple of convex regions without holes -a big and a small one. Line segments are computed from each border point of the big region to the birthplace. Imagine that these (line) segments also exist in the slice that contains the small region. Consequently, these segments go through the small region. For example, in Fig. J.4, a point in the border of the big region is $a$, the birthplace is the point $c$, the segment is $\overline{a c}$ and the part within the small region is $\overline{b c}$. In the compression, each segment is compacted in the part of it within the small region. In the expansion, the part of each segment within the small region is extended to the whole segment.

If a region is not convex, some segments might not belong entirely to this region. In this case, it would be better to trace the shortest curve within the region between the birthplace and the border point. It can be obtained by computing the geodesic distance with the birthplace as a seed.

As both the big and small regions could be no convex, the geodesic distance in the big region can be computed by considering the small region as a seed. Consequently, the path between each point in the external border and the birthplace would be the union of two minimal paths: one from this border point to the small region, and the other from the end of the first path to the birthplace. In the compression, each path would be compacted in the part of it within the small region. In the expansion, the part of each path within the small region would be extended in the whole path.

Nevertheless, as it was not available a routine to compute geodesic distances, they were not used.

As a solution for the (line) segments that went out the processed region, each part of these segments - that passed through the big region - was considered a new segment. For example, in Fig. J.1, a region included the body of a man but excluded his head, neck, arms, and left shoe. This region touched the border in the right foot. The birthplace was defined (the real program would have computed a point) as the intersection of this foot with the border of the image. So, some segments started in the external border of the left leg (rightward in the image); passed through this leg, the background, and the right leg, and finished in its right foot. However, following this solution, there were new segments in the left and right legs. Then, each new segment was processed by following the rules stated in the second paragraph. The interpolation obtained can be seen in Fig. J.2. There, it was possible to see some conspicuous segments pointing to the right foot. This solution is far from perfect: the segments traced following this idea have no theoretical justification.

As birthplaces might take different shapes, the method for computing the compression and the expansion changes. The methods proposed are described below. They were integrated in the same algorithm (see Fig. J.3). The initial steps of this algorithm are:
(1) The compression and expansion are similar, so it was possible to unify them in


Figure J.1: Detail of a man in the grey-level mosaic obtained segmenting the image basketball12.png
the same algorithm. This step followed this goal by filling the small and big regions. Notice that in "expand" the final region was the big one, and in "compress" the final region was the small one.
(2) The birthplace was computed by shrinking the small region.
(3) Depending on the presence of holes in the small region, different steps were taken to perform the compression or expansion. If there was no holes, it went to step 4; otherwise, to step 5 .

The step (4) was described in Compression and Expansion between the Outer Border and a Set of Points (see Sec. J.1). The step (5) was described in Compression and Expansion between the Borders and Rings (see Sec. J.2).

## J. 1 Compression and Expansion between the Outer Border and a Set of Points

This method can compress and expand paired regions without holes. It should function well when an object without holes moves forward (or backward) or grows, such as a balloon being filled.

It was supposed that the birthplace is a point (MSP) computed with shrinking on the small region. Segments were computed from the border of the big region to the MSP.

For example (see below, Fig. J.4), there was a point (a) in the border of the big region, a point (b) in the border of the small region, and a point (c) that corresponded to the MSP of the small region. In the compression, the pixels on $\overline{a c}$ were squeezed on $\overline{b c}$; and in the expansion, the pixels on $\overline{b c}$ were stretched on $\overline{a c}$.

This method can manage regions with multiple MSPs (disjoint regions). For this,
expanding_or_compressing_Image_by_using_birthplace (Rcolorinicial: colorImage; Rinicial, Rfinal: binaryImage, operacion:string): colorRegion \{
Rbig, Rsmall, borde, borde_imagen, centro, agujeros, agujeros_rellenos, punto_de_fuga: binaryImage
$S E=8$; // 8-connected neighborhood
// See the description of bordes in the description of B in
// http://www.mathworks.com/help/images/ref/bwboundaries.html
bordes: array
camino, camino_siguiente: line segment
// (1) These sentences allow that the expansion and the compression work in // the same algorithm. The next instruction belongs to Matlab.
if strcmp (operacion, "expand") $==1$
Rsmall $=$ Rinicial
Rbig $=$ Rfinal
else
Rsmall $=$ Rfinal
Rbig $=$ Rinicial
end
// (2) Finding the birthplace
// This sentence belongs to Matlab. It obtains the birthplace
birthplace $=$ bwmorph $($ Rsmall, 'shrink', Inf $)$;
// (3) Deciding which method to apply
If numberofholes $($ Rsmall $)=0$
// (4) There is no holes, so the birthplace is a set of points.
// (4.1) This Matlab sentence obtains the border from Rbig.
borde $=$ bwperim $($ Rbig,$S E)$;
// (4.2) This Matlab sentence obtains the points from the birthplace.
[row_birthplace, col_birthplace] $=$ find(birthplace);
// (4.3) For each point in the border
For each pixel $p$ in borde
// (4.3.1) Finding the segment between $p$ and the (nearest) point in the
// birthplace
If $\mathrm{nnz}($ birthplace $)==1$
camino $=$ Buscar_camino (row $(p), \operatorname{col}(p)$, row_birthplace, col_birthplace);
else
camino_mas_corto_al_birthplace = buscar_camino_usando_la_forma_ interna(row $(p)$, col $(p)$, row $(p), \operatorname{col}(p), S E)$;
camino $=$ Buscar_camino (row $(p)$, col $(p)$, camino_mas_corto_al_ birthplace (length(camino_mas_corto_al_birthplace)-1), camino_mas_ corto_al_birthplace (length(camino_mas_corto_al_birthplace)));
end
// (4.3.2) Drawing segment between the border of Rbig or Rsmall and // the birthplace.
Rcolorfinal = ponerPixeles_en_la_forma_small_o_big (camino,
Rcolorinicial, Rcolorfinal, Rsmall, Rbig, operacion);
end
else
// (5) There are some holes, so the birthplace is a set of rings.
// (5.1) This sentence obtains the external borders from the region and from // its holes.
bordes $=$ bwboundaries (Rbig, 4, 'holes');
// (5.2) Finding the center of the area enclosed by the ring(s)
birthplace_relleno = imfill (birthplace, 'holes');
centro $=$ bwmorph(birthplace_relleno, 'shrink ', Inf);
[fila_centro, columna_centro] = find (centro);
// (5.3) Extracting the most external border
circunvalacion $=$ bordes $\{1,1\}$;
// (5.4) For each pixel $p$ in circunvalacion
// The sentences belonging to this "for" cycle belong to Matlab
for indice_pixel $=1:$ length(circunvalacion)
// (5.4.1) Finding the segment between $p$ and the (nearest) point in a
// center.
If $n n z($ centro $)==1$
// The center has only one pixel
camino $=$ Buscar_camino (circunvalacion (indice_pixel,1), circunvalacion (indice_pixel,2), fila_centro(1), columna_centro (1));
else
// Finding the shortest route to a center
camino_mas_corto_al_centro = buscar_camino_usando_la_forma_interna
(circunvalacion (indice_pixel,1), circunvalacion (indice_pixel,2),
circunvalacion (indice_pixel,1), circunvalacion (indice_pixel,2), $S E$ );
// Finding the segment to the nearest point in the center
camino $=$ Buscar_camino (circunvalacion (indice_pixel,1), circunvalacion (indice_pixel,2), camino_mas_corto_al_centro (length (camino_mas_corto_al_centro)-1), camino_mas_corto_al_centro (length (camino_mas_corto_al_centro)));
end
// (5.4.2) Drawing segments between the border(s) and the filled ring(s).
Rcolorfinal = ponerPixeles_en_la_forma_small_o_big (camino,
Rcolorinicial, Rcolorfinal, Rsmall, Rbig, operacion);
end
// (6) Tracing segments between the ring(s) and the internal borders
// (6.1) Finding vanishing points (called punto_de_fuga).
agujeros_rellenos $=$ birthplace_relleno \& imcomplement(Rsmall);
punto_de_fuga = bwmorph(agujeros_rellenos, 'shrink', Inf);
[fila_puntos_de_fuga, columna_puntos_de_fuga] = find (punto_de_fuga);
// (6.2) Finding perimeter(s) of the internal ring(s). This sentence belong // to Matlab.
[bordes_birthplace, L, numero_de_objetos, $\sim$ ] = bwboundaries(birthplace, 8, 'holes');
// (6.3) For each internal ring
for index=numero_de_objetos+1:length(bordes_birthplace)
// (6.3.1) Finding the vanishing point belonging to this ring.
for indice_punto_de_fuga=1:nnz(punto_de_fuga)
if L(fila_puntos_de_fuga (indice_punto_de_fuga), columna_puntos_de_
fuga (indice_punto_de_fuga)) == index
fila_punto_de_fuga=fila_puntos_de_fuga(indice_punto_de_fuga);
columna_punto_de_fuga=columna_puntos_de_fuga(indice_punto_de_fuga);
end
end
// (6.3.2) Extracting the perimeter of this ring.
circunvalacion_anillo=bordes_birthplace\{index\};
// (6.3.3) For each pixel $p$ in circunvalacion_anillo
// The sentences belonging to this "for" cycle belong to Matlab
for indice_pixel $=1:$ length $($ circunvalacion_anillo)
// (6.3.3.1) Finding the segment from $p$ to this vanishing point camino $=$ Buscar_camino (circunvalacion_anillo (indice_pixel,1), circunvalacion_anillo (indice_pixel,2), fila_punto_de_fuga, columna_punto_de_fuga);
// (6.3.3.2) Drawing along camino between $p$ and a border
Rcolorfinal = ponerPixeles_en_la_forma_small_o_big (camino,
Rcolorinicial, Rcolorfinal, Rsmall, Rbig, operacion);
end
end
end
return (Rcolorfinal)
\}
Figure J.3: expanding_or_compressing_Image_by_using_birthplace


Figure J.4: Segment between the outer border and the MSP
it finds, for each point of the border, the nearest point belonging to the birthplace and computes the segment between these points.

Also, this method can be used to implement the Compression and Expansion between the Borders and an Artificial Connected Component (except those corresponding to type 8 regions) by changing the borders and the birthplace. The birthplace should be replaced by an artificial connected component. Replacing the border is a little more complex (see Sec. J.3).

This method was implemented in the step (4) of the expanding_or_compressing_Image_by_using_birthplace algorithm (see Fig. J.3). This step includes these substeps:
(4.1) Obtaining the border of the big region.
(4.2) Computing the coordinates of each point belonging to the birthplace.
(4.3) For each point $p$ in the border,
(4.3.1) Finding the (shortest) segment between $p$ and the birthplace, and store it in camino.
(4.3.2) Three cases were possible considering that these segments began in the borders of Rbig and finished in Rsmall: 1) camino did not reach Rsmall before leaving Rbig —these pixels were discarded—; 2) camino reached Rsmall and without leaving it reached the birthplace, and 3) camino reached $R$ small, and leaving and reentering it, reached the birthplace - if camino did not leave Rbig before reentering Rsmall, the results were erroneous. In the case 2, the pixels along camino were copied along the part of it inside the small region in the compression and the pixels along camino inside the small region were stretched along camino in the expansion. In the case 3 , it was applied the same procedure as in the case 2, but it was considered only the part of camino between the beginning of it and the first time it leaved the big region.

## J. 2 Compression and Expansion between the Borders and Rings

This method can compress and expand paired regions with some holes. In this case, each region has an external border and some internal ones.

If a region has a hole, shrinking (see Sec. B.7) creates a ring halfway its hole and its outer border. It was supposed that an object starts growing from its ring. It was very difficult to find examples in which this premise functions: maybe a (ring) doughnut before and after leavening or frying it.

If a region has several holes, shrinking creates a ring for each hole, but some rings may overlap.

According to this strategy, segments were traced 1) between the outer border of a region and the perimeter of the filled rings; and then 2) between the rings and the
inner borders (of this region):

1) It seemed possible to compute segments from each point in the outer border of the big region to the nearest point in the rings. However, this left many black areas when the rings had rough borders. To avoid this problem, segments were computed from the outer border of the big region to the "MSP of the filled rings" (center). The pixels in each of these segments between the outer border of the big region and the rings were squeezed between the outer border of the small region and the rings in the compression; and the pixels between the outer border of the small region and the rings were stretched between the outer border of the big region and the rings in the expansion.

This part of the method was implemented in the step (5) of the expanding_or_ compressing_Image_by_using_birthplace algorithm (see Fig. J.3). This step includes these sub-steps:
(5.1) The external borders from the big region and from its holes are computed;
(5.2) the regions enclosed by the rings are computed and stored in birthplace_ relleno. Then, the centers of these regions are computed and stored in centro.
(5.3) The external border from the big region is separated and stored in circunvalacion.
(5.4) For each point $p$ in circunvalacion,
(5.4.1) Finding the segment between $p$ and the (nearest) point in centro, and store it in camino.
(5.4.2) Three cases are possible considering that these segments begin in the borders of Rbig and finish in Rsmall: 1) camino does not reach Rsmall before leaving

Rbig - these pixels are discarded-; 2) camino reaches Rsmall and without leaving it reaches birthplace_relleno, and 3) camino reaches Rsmall, and leaving and reentering it, reaches the birthplace_relleno -if camino does not leave Rbig before reentering Rsmall, the results are erroneous. In the case 2, only the pixels from camino between its beginning and birthplace_relleno are considered. In other words, it is considered that camino finishes at birthplace_relleno. The pixels along camino are copied along the part of it inside the small region in the compression and the pixels along camino inside the small region are stretched along camino in the expansion. In case 3 , it is applied the same procedure as in the case 2, but it is considered only the part of camino between the beginning of it and the first time it leaves the big region.
2) Segments are computed from the rings to the "MSPs of the holes" (vanishing points). The pixels of these segments between the inner border of the big region and the ring are squeezed between the inner border of the small region and the ring in the compression; and the pixels of these segments between the inner border of the small region and the ring are stretched between the inner border of the big region and the ring in the expansion.

This task is performed by the step (6) of the expanding_or_compressing_Image_by_ using_birthplace algorithm (see Fig. J.3). This step includes these sub-steps:
(6.1) Computing vanishing points as the centers of the holes, and store them in punto_de_fuga.
(6.2) Finding perimeters of the rings. As this is difficult to compute, the perimeters of the holes adjacent to the rings were computed, they are called internal rings.
(6.3) For each internal ring,
(6.3.1) Finding the vanishing point associated to this ring.
(6.3.2) Extracting the perimeter of this ring, and store it in circunvalacion_anillo.
(6.3.3) For each pixel $p$ in circunvalacion_anillo,
(6.3.3.1) Finding the segment between $p$ and the vanishing point, and store it in camino.
(6.3.3.2) Drawing along camino between $p$ and a border. The border is the internal border of the small region in the compression and the internal border of the big region in the expansion.

For example (see below, Fig. J.5), there is a point (a) in the outer border of the big region, a point (b) in the outer border of the small region, a point (c) in the ring, a point (d) in the inner border of the small region, a point (e) in the inner border of the big region, and a point (f) that corresponds to the center and the vanishing point simultaneously. In the compression, the pixels in $\overline{a c}$ and $\overline{c e}$ should be squeezed in $\overline{b c}$ and $\overline{c d}$, respectively; and in the expansion, the pixels on $\overline{b c}$ and $\overline{c d}$ should be stretched on $\overline{a c}$ and $\overline{c e}$, respectively.

Why not compress directly $\overline{a e}$ in $\overline{b d}$, and expand $\overline{b d}$ in $\overline{a e}$ ? Because it was supposed that the regions start to grow from their ring and because the center and the vanishing point does not necessarily coincide.

When an object and its hole grew too much, sometimes this strategy did not handle them adequately. In addition, a small deficiency exists in the implementation of this algorithm. Sometimes, there were black lines where the birthplace divides various holes because segments were traced from the border of the holes surrounded by the birthplaces instead of the birthplaces themselves. For example, the interpolation of the images in Fig. 4.6 by using the segmentations shown in Fig. J. 6 gave Fig. J. 7.


Figure J.5: Segment between the outer border and the center


Figure J.6: Matched segmentation of the initial and final images of the sequence called beanbags: Leftward and rightward, respectively


Figure J.7: Interpolated image of the sequence called beanbags by using birthplaces and the linear interpolation

## J. 3 Compression and Expansion between the Borders and an Artificial Connected Component

Although the two methods explained above can process conjointly any kind of regions, when a original region is not paired, lies in the border of the image, and has no holes, the birthplace could not be optimal. So, it was tried to use an artificial connected component instead. It was not considered in the final version of the compression and expansion algorithm as the grey-level interpolation algorithm sometimes gave incorrect grey-level interpolated images in this case.
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[^0]:    ${ }^{1}$ This name is clearly redundant as the partitions are already segmented. Therefore, a better title would be "Morphological Interpolation of Partition Sequences". However, in the results section, they say "...a region-based approach for image sequences interpolation". Therefore better titles for this article would be "Segmentation-based Morphological Interpolation of Image Sequences" or "Regionbased Morphological Interpolation of Image Sequences". These titles refers to both the method and its application area.

[^1]:    ${ }^{2}$ In the article says $R_{t}(i)$, but it should be compared with $R_{t+p}(i)$. Otherwise, the best alternative would always be stay motionless as in this case $R_{t+p}^{\prime}(i)$ is equal to $R_{t}(i)$. So their contours are the same. Therefore, their distance is zero. In other words, instead of computing the cost between $R_{t}(i)$ and $R_{t+p}^{\prime}(i)$, it should be computed the cost between $R_{t+p}(i)$ and $R_{t+p}^{\prime}(i)$.

[^2]:    ${ }^{1}$ In the proposal of this thesis says "to design and program".
    ${ }^{2}$ Vidal 207] considers that complex shapes includes those with inclusion relationship ( ". . formas complejas (por ejemplo, en las que exista inclusión de formas)").

[^3]:    ${ }^{3}$ This algorithm receives the binary regions in $R S_{1}, R S_{2}$, and $R S_{3}$ that conform the slices $S_{1}$, $S_{2}$, and $S_{3}$, respectively.

[^4]:    ${ }^{4}$ In fact, this is not a segmentation problem but an image registration one.

[^5]:    ${ }^{5}$ The expansion, if the small region has only a pixel, creates a big region painted with this pixel. Therefore, it seems fair to give more importance to the paired region, but this possibility was not explored.

[^6]:    ${ }^{6}$ http://www.mathworks.com/help/images/ref/bwmorph.html and internal documentation from Matlab2012a.

[^7]:    ${ }^{7}$ Migeon uses the external normal direction on the border of the internal figure to get rid of these intersections [132].

[^8]:    ${ }^{1}$ This kind of sequences of images should be processed by spatiotemporal interpolation methods.

[^9]:    ${ }^{2}$ In fact, this is not a segmentation problem but an image registration one.

[^10]:    ${ }^{3}$ It is almost sure that other segmentations would improve some of these results, but it is burdensome to test them (see Sec. 3.1). For example, by segmenting the shades of walking5M and walkingVGA.

[^11]:    ${ }^{1}$ In this work, these concepts are used distinctly.

[^12]:    ${ }^{2}$ In this work, linear RGB is mentioned only in this section and in Sec. A.3.4.
    ${ }^{3}$ To avoid confusions, the prime should always be present to denote luma 156 .

[^13]:    ${ }^{4}$ The descriptions and formulae of the HSI, HSL, and HSV models disregard the principles of color science [156]. In addition, HSL and HSV are not useful for quantitative image analysis [74].

[^14]:    ${ }^{5}$ This is the same matrix used by rgb2ntsc in Matlab [121].

[^15]:    ${ }^{6}$ http://www.fch.vutbr.cz/lectures/imagesci/includes/harfa_screenshots_overview.inc.php

[^16]:    ${ }^{7}$ This paper and this work have different definitions of semi-automatic.

[^17]:    ${ }^{8}$ Notice that this is called "supervised" in the reference.

[^18]:    ${ }^{9}$ It does not consider $\frac{1}{2 h}$. Probably, it does not impact notoriously because it appears in Eq. A. 13 where gradients are divided.

[^19]:    ${ }^{1}$ The hit and miss transform name originates neither from the adjective hit-or-miss (US) nor from the adjective hit-and-miss (UK) [159].

[^20]:    ${ }^{2}$ This definition extends that of Pratt to consider adjacent holes.

[^21]:    ${ }^{3}$ This definition extends that of Pratt to consider adjacent holes.
    ${ }^{4}$ Pratt uses center of mass, but in a uniform density object, the center of mass coincides with the geometric center or centroid.

[^22]:    ${ }^{5}$ For two-dimensional images, the Betti numbers are the number of connected components and the number of holes.
    ${ }^{6}$ To get this, it was suggested that the foreground would be considered 8 -connected and the background 4-connected [108].

[^23]:    ${ }^{7}$ Meyer published before Beucher and Serra, but they had written separate technical reports about the same theme of their articles in 1994 [178].

[^24]:    ${ }^{1}$ This is distinct to the partial order relation [140] (see partial order in Sec. B.1).

[^25]:    ${ }^{1}$ taken from http://www.xycoon.com/skewness_small_sample_test_1.htm

[^26]:    ${ }^{2}$ It is easy to find this kind of paper on the Internet.

[^27]:    ${ }^{1}$ www.gpu4vision.org
    ${ }^{2}$ http://research.microsoft.com/en-us/projects/objectclassrecognition/

[^28]:    ${ }^{3} \mathrm{http}: / /$ research.microsoft.com/en-us/um/cambridge/projects/visionimagevideoediting/segmentation/grabcut.htm
    ${ }^{4}$ http://www.imageparsing.com/interactivesegmentation.html

