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Abstract

The reduced length scale comparable to molecular dimensions at nanoscale flows,
lead to several non-intuitive and fascinating phenomena not seen in classical hy-
drodynamics. Water is a polar liquid and despite being the most studied liquid,
its properties remain mysterious as the characteristic length scale approaches the
nano and molecular scales, which introduces further complications in describ-
ing nano flow related phenomena like capillary imbibition of nanochannels and
nanopores. Capillary imbibition is ubiquitous in nature and has recieved wide
spread attention due to its implications in many natural and technologial pro-
cesses. Capillary forces and related process of liquid imbibition that occur at
nanoscale are critical for a wide range of applications like lab-on-a-chip units, pre-
cise drug delivery and inkjet printing etc. The better understanding and further
development of these novel applications need a detailed knowledge of the surface
effects and interfacial interactions which strongly influence the behavior of the flu-
ids at nanoscale, and hence widely known macroscopic theories of flow and mass
transport phenomena cannot capture the hydrodynamics at this scale. In rela-
tion to this, researchers lack consensus on the explanation of several fundamen-
tal aspects like the early effects during the capillary imbibition like the momen-
tum balance of the imbibing fluid, the dynamics of the development of meniscus
contact angle, and the filling kinetics during the capillary imbibition in nanocon-
finement. Hence, this work aims to contribute to the better understanding and
provide explanations to the fundamental aspects of the early stage of capillary
filling in nanochannels, as a comprehensive understanding to these phenomena
is crucial to design and improve various existing and future nano-devices. The
precise control over fluid steering and retention, over these scales, can form the
basis for several applications related to efficient fluid transport, mixing of species
in nanoconfinement, ultra precise drug delivery and energy conversion and har-
vesting. Taking this into account, we study the effect of an external electric field in
nanocapillary flow of water. Our results suggest that the nanocapillary flow con-
trol is possible through changes in solid-liquid interfacial friction and viscosity of
water molecules under the influence of external electric field. Most of the fluid
transported in biological systems and nanofluidic devices involves electrolyte so-
lutions which adds further complication to understand the physics behind the
process and exploit it for technological applications. To address the contribu-
tion of type and concentration of ions during nanocapillary imbibition, we study
the capillary filling of mono and multivalent ions at different concentrations in
nanochannels at zero net charge on the walls. Our results indicate that the capil-
lary filling of electrolyte solutions inside hydrophilic silica nanochannels is gov-
erned by the enhanced viscosity of the imbibing solution due to electroviscous
effect that depends directly upon the nature and valency of cations. In this study,
we develop comprehensive theoretical understanding of the nanocapillary fluid
dynamics in hydrophilic channels and its implications that provides a route for
futuristic experimental studies. The main contribution of this work will be the
better understanding of nanocapillary imbibition at molecular level which has not
been possible till now and propose a possible mechanism for flow control during
imbibition process.
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Chapter 1

Introduction

1.1 Outline

Nanofluidics is the study of phenomena that involve fluid motion through or past
structures with features that measure less than 100 nm in one or more directions.84

Recent development of nanodevices and foreseeable applications in different bio-
logical and technological scenarios have led to intensive research in this new field
particularly during the last two decades. The main drivers of research in nanoflu-
idics are: 1) rapid evolution of nanobiotechnology and the interest in precise drug
delivery 2) advances in nanofabrication techniques, interest in further miniatur-
ization of microscale devices like Lab-on-a-Chip units, development of nanosen-
sor technology, improvement in inkjet printing 3) the availability of new tools
to investigate and describe fluid behavior at nanoscale, which allow continuum
descriptions to be combined with molecular dynamics descriptions in multiscale
simulation approaches of realistic devices, and the prediction of new phenom-
ena at sub-nanometer length scale.124 Capillary imbibition at nanoscale environ-
ments plays a crucial role for phenomena ranging from clay swelling, frost heave,
and oil recovery to colloidal stability, protein folding, and transport in cells and
tissues. Capillarity can be used to transport fluid at the expense of surface en-
ergy through channels, where other forms of mechanical or automatic actuation
are not feasible. Molecular interactions at fluid-wall interface become important
in nanofluidics because of the large surface-to-volume ratios found in these sys-
tems.273 During nanocapillarity, the deviation from the bulk properties induced
by the presence of surfaces confining ultra small amounts of fluid leads to devia-
tion in boundary conditions at the interface accounting for the molecular flow. The
familiar no-slip boundary condition of continuum hydrodynamics might be re-
placed by slip321, multilayer sticking113 or intermittent stick slip boundary condi-
tions. Predicting the flow behavior by using classical Navier-Stokes equations296

at nanoscale is not possible as the steric effects and the thermal fluctuations of the
molecules become comparable to the size of the system due to which systematic
distortions in the macroscopic physical properties like viscosity and density can
be observed.51,189 There is a large number of scientific publications, reporting both
experimental and simulation results, trying to explain the anomalies observed in
capillary imbibition, especially those at initial times, but none of them have sat-
isfactorily explained the cause of these behaviors.161,280 Two important examples
of those anomalies are the slower than expected initial filling rate and the role of
inertia in the momentum balance. The field of dynamics of filling has gathered
momentum partly because, if the first question to be asked is how well a liquid
will wet a solid195,205,216, the second is usually how fast can it be made to fill the
capillary, because this is frequently a limiting factor in nanodevice design.5,180 The
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classical Washburn’s force balance equation319 to explain the capillary filling pre-
dicts infinite velocity at the pore entrance, while, Bosanquet35 and Skezely’s equa-
tion286 predict a universal constant velocity and zero velocity respectively. But,
none of these velocities have been observed neither experimentally nor through
rigourous simulations.11,161,279,288 Many authors argue that the dynamic behavior
of capillary fillings is the cause of these anomalies. Moreover, the role of dynamic
contact angle during capillary imbibition has been put forward in recent stud-
ies.32,202 However, there still lacks a detailed study of the effect of initial filling
conditions and the effect of dynamic contact angle of the liquid meniscus during
the early stage of liquid uptake in nanocapillary imbibition. Hence, in the first
part of this study we focus on describing the capillary filling process in its earliest
time stage35,223,245 and during the subsequent transition towards a fully devel-
oped flow regime.168,202,319 Based on atomistic descriptions derived from molecu-
lar dynamic simulations, we propose a modified form of Bosanquet’s equation of
capillary intake that adequately describes the initial stage of liquid uptake of wa-
ter in hydrophilic nanochannels. Fabrication of nanofluidic devices not only need
a good understanding of fluid dynamics at nanoscale but also new methods to
control the flow within them. Not much advance has been made in nanocapillary
flow control, though some attempts have been devoted to study the particular
aspects of these phenomena.213,281 It has been well established that an external
static electric field affects the wetting of solids due to change in the contact an-
gle.270,271,341 It has also been suggested that external electric fields not only mod-
ify the contact angle86,100,325 of water but also modify hydrogen-bond orientation
at nanoscale,86,270 thus altering its viscosity.217,352 As nanocapillary imbibition is
dependent on contact angle, viscosity and the surface tension of the liquid in equi-
librium with its vapor, it can deduced that nanocapillary imbibition is affected by
the application of an external electric field. Hence, a detailed study of the effect
of an external electric field in the nanocapillary imbibition is of great interest to
explore the possible far field control of this phenomena in nanodevices. More-
over, a comprehensive understanding of capillary imbibition in nanochannels un-
der the effect of electric fields could provide predictive tools to design functional
nanosensors and nanopore-based devices. In the present study, we analyze the ef-
fect of an externally applied electric field on capillary flow of water in hydrophilic
silica nanochannels. Our results indicate that the ordering of water molecules
induced by the external electric field modifies the solid-liquid interfacial friction
which combined with a substantial increase in bulk viscosity dominate the capil-
lary force balance during water imbibition.

With the progress in bottom-up and top-down fabrication technology and the
development of molecular self-assembly techniques, applications of nanoscale
transport in laboratory and industrial applications have been increasing rapidly.
One of the most important applications of nanoscale transport is nanoscale liq-
uid pumping.102 Water form the solute carrier in several devices in the areas of
electronics and fabrication technologies.1,251 These fluidic devices that carry elec-
trolyte solutions have reduced the effective sizes of the circuits which has allowed
the further miniaturization the present day lab-on-a-chip and plant-on-a-chip ap-
plications, with the potential to ensure the global needs of low-cost healthcare
facilities.2,76,118,169

Having pointed out that the transport carriers in nanofluidic devices are in gen-
eral electrolyte solutions, it is important to study the effect of the concentration
and type of ions in flows under nanoconfinement. The presence of net surface
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charge on the walls of nanoconfined geometries, that develops naturally and de-
pends upon the pH, type and concentration of ions, may supress the contribu-
tion of type of ions and their concentration during nanoflow processes due to the
change in interfacial properties of wall-fluid interface. Hence, the absence of net
charge on wall surface makes it easier to elucidate the effect of hydration effects,
type and concentration of salts, which, in other case, might get screened. There-
fore, in this thesis we study the capillary filling of electrolyte solutions at the point
of zero charge.

Taking into account all the challenges discussed above, this study is based on
the following hypotheses:

1.2 Hypotheses

• The lower than expected velocity during the capillary filling of nanochan-
nels can be explained through modification of Bosanquet’s force balance
equation.

• The hydration related to the presence of ions in water may affect the filling
kinetics in hydrophilic nanochannels.

• An external electric field reorients the water molecules and affect the dy-
namic properties of water which in turn affects the filling kinetics of water
in hydrophilic nanochannels.

1.3 Objectives

1.3.1 General Objective

The main aim of this thesis is to study the effect of nanoconfinment on capillary
imbibition of water solutions inside hydrophilic slit silica nanochannels.

1.3.2 Specific Objectives

• Identify and explain the factors that induce lower than the predicted filling
rate during nanocapillary imbibition in amorphous silica nanochannels.

• Elucidate the effect of an external electric field during the nanocapillary im-
bibition of water in amorphous silica nanochannels.

• Illustrate the effect of the presence of electrolyte in the bulk properties of
water and their effect in the nanocapillary imbibition in hydrophilic silica
slit channels.
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Chapter 2

Fundamental Theory and
Literature Survey

2.1 Basic Principles

2.1.1 Surface tension and Young’s condition

FIGURE 2.1: Mechanical definition of surface tension. Source: Own elaboration.

The force responsible for the capillarity is the result of non-symmetric action of
molecular forces.146 Let’s imagine a liquid/gas system (cf. figure 2.1), a molecule
in the liquid bulk benefits from interactions with all its neighbors and finds itself
in a "happy state" and it contains a certain amount of cohesive energy, let’s call
it U, and wanders around. By contrast, one on the interface loses half of its co-
hesive interaction and thus, this extra energy accumulates on the surface which
is proportional to the area of the exposed surface. This makes the surface of a
liquid membrane with "high potential energy". Naturally, this system tends to
reduce its surface energy and thus its surface area, for better stability, as objects
do not remain in positions of high potential energy unless the force by the virtue
of which they possess that energy is balanced by some other equal and opposite
force.71 It should be noted that when this minimum area is reached, the molecules
on the surface are still attracted inwards and possess potential energy with re-
spect to those in the interior. Hence, the excess potential energy per unit area of
the exposed surface can be defined as surface tension (γlv). The S.I. unit of sur-
face tension is Nm−1. Surface tension can also be defined as the mechanical work
parallel to the liquid-vapor interface required to increase the unit surface area of
liquid.
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FIGURE 2.2: Formation of equilibrium contact angle on a solid surface. Source: Own
elaboration.

This surface tension experienced by the liquid at the interface is the cause of
cohesion among the molecules of a liquid and adsorption or adhesion between
molecules of that liquid at any bounding solid surface. If we consider a point
where three phases meet, ideally, solid (s), liquid (l) and vapor (v) (cf. figure 2.2)
the liquid makes a certain angle (θYL) at equilibrium with the solid and vapor
which is given by the famous Young-Laplace (YL) relation:

γlv cos θYL = γls − γvs (2.1)

where γαβ is the surface tension of the interface between the two indicated phases:
α and β. The liquid is considered to wet the solid if the angle predicted by equation
2.1 is less than 90° and the liquid coats the surface. On the other hand, if the
θYL is greater than 90°, the liquid does not wet the surface and tends to form a
sphere. However, the YL equation is applicable only on ideal surfaces and does
not apply directly to many physical situations as most real solid surfaces are rough
and heterogenous due to different causes including chemistry and crystal defects,
among others.214 This heterogenity is known to be responsible for the so called
phenomenon of contact angle hysteresis, which is defined as the difference in the
advancing and receeding angles for a contact line moving in opposite direction
with the same velocity on a surface.231 It is also worth noting that the interfacial
tensions mentioned in equation 2.1 are evaluated far from the contact line.322

2.1.2 Capillary pressure

To explain the concept of capillary pressure, let’s suppose a drop of liquid expand-
ing under the influence of a pressure difference (∆P) and radius of curvatures RI
and RI I respectively, as shown in figure 2.3. We can neglect the effect of gravity
if we consider micro/nano droplets. Assuming dxdy = 0, the change in surface
area of the drop as shown in figure 2.3 can be calculated to be:

∆A = ydx + xdy (2.2)

The work required to change the surface area shall be:

dW = γlv · ∆A (2.3)

From the figure 2.3, it can be deduced that:

dx
x

=
dz
RI

(2.4)
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FIGURE 2.3: A schematic diagram showing a differential increase in drop size due to
pressure difference. Source: Own elaboration.

dy
y

=
dz
RI I

(2.5)

The work done due to displacement on the area xy over the distance dz by the
pressure difference ∆P (capillary pressure) across the surface is given by:

δW = ∆Pxydz (2.6)

For the surface to be in equilibrium across this differential change, the equa-
tions 2.3 and 2.6 must be equal which leads to the following equation:

∆P = γlv

(
1

RI
+

1
RI I

)
(2.7)

It is important to note the sign convention in equation 2.7. The direction of the
force is opposite to the normal surface vector due to which for concave surface
the radius is taken to be negative and for convex surface, it is taken to be positive.
It is due to the same reason that in a vertical concave meniscus, the force is directed
upward which produces the capillary rise.

2.1.3 Capillarity

Capillarity or capillary imbibition is the tendency of liquids to flow into narrow
confinements under the action of surface forces. This phenomenon is of great
practical use as it is used in many industrial and day to day applications. If a tube
of radius R is kept in contact with a reservoir of liquid, the invasion of liquid inside
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the tube occurs if the surface energy of the wall decreases as the liquid comes in
contact with the solid surface (γsl<γsv).

FIGURE 2.4: Capillary rise in cylindrical tubes of varying radius.
Source: Own elaboration.

2.1.4 Capillary imbibition in parallel plate

Let’s consider capillary filling of two parallel plates of width ω and separated by
distance H.

If we analyze the system macroscopically, we find some forces opposing the
motion of the liquid inside the channel. They are: i) inertia of the liquid itself
(Finertia) ii) Force due to viscosity (Fviscous) and iii) In case the channel is vertical,
the force due to gravity (Fgravity). If the liquid in the tube moves with an average
velocity v, then the equation of motion can be written as:

Finertia + Fviscous + Fgravity = Fcapillary (2.8)

where, Fcapillary is the capillary force due to the pressure difference across the im-
bibing liquid meniscus. For the systems smaller than the capillary length scale
(κ), as in the case of microscale or nanoscale liquid imbibitions, gravitational force
can be neglected and hence, the capillary force is balanced by the inertia and the
viscous force. Hence, equation 2.8 for infinite parallel plate separated by height H
becomes:

Finertia + Fviscous = Fcapillary (2.9)

d(Mv)
dt

+ 12
µω

H
l
dl
dt

= 2ωγcosθe (2.10)

In the above equation, M = ρHωl refers to the mass of water imbibing inside the
channel, and θe is the equilibrium contact angle made by the liquid in contact with
the solid surface and l is the filling length of the liquid inside the parallel plate.
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2.1.5 Different regimes of capillary filling

Inertial regime

During the early times of capillary imbibition, it has been demonstrated that the
viscous force can be neglected,159,223,244 and therefore, equation 2.10 takes the fol-
lowing form:

Finertia = Fcapillary (2.11)

d(Mv)
dt

= 2ωγcosθe (2.12)

which leads to

dl
dt

= v =

√(
2γlvcosθe

ρH

)
(2.13)

The driving force and the velocity during this regime remain constant159 but the
mass is time dependent, which makes this equation non-linear. The mass of the
liquid in the capillary tube is related to time as dM/dt = ρωHdl/dt. However, the
weight of the liquid and the viscous friction can be neglected in this regime and we
can interpret that the surface energy is converted into kinetic energy in this regime
at the entrance of the capillary tube.107,244 Having said so and assuming a constant
velocity during this regime, the problem can be analysed from conservation of
energy standpoint. If we consider dl to be the differential length covered by the
liquid at initial time dt and dM, the mass of the liquid entered into the capillary
system at time dt, then, according to the law of conservation of energy:

Fcapillary ∗ dl =
1
2

dmv2 (2.14)

which leads to :

v =

√(
4γlvcosθe

ρH

)
(2.15)

Equations 2.13 and 2.15 are dimensionally similar except for the numerical coeffi-
cient. This decrepency suggests that some of the energy is lost by the liquid at the
channel entrance.72

It is worth noting that a constant velocity (zero acceleration) has been observed
experimentally245 and have been implicitly assumed to derive equations 2.13 and
2.15. However, an unbalanced capillary force during inertial regime due to the
absence of viscous force implies a finite acceleration acting on the imbibing liquid.
Nevertheless, factors like interfacial contact line friction11 and the increasing mass
of the imbibing liquid35,168,244 with time may be responsible for counteracting the
unbalanced capillary force which inturn gives rise to a constant velocity during
this regime.

Viscous or Washburn’s regime

The viscous forces start to balance the capillary force after the inertial regime. If
the amount of liquid imbibed during the early times of filling is quite small to be
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taken into account, equation 2.10 becomes:

Fviscous = Fcapillary (2.16)
12µω

H
l
dl
dt

= 2ωHγcosθe (2.17)

which ultimately leads to the well known Washburn’s law for capillary rise,

l(t) =

√(
γlvHcosθe

3µ

)√
t (2.18)

which leads to the following expression of velocity v during the capillary imbibi-
tion,

dl
dt

= v =

√(
γlvHcosθe

12µ

)
1√

t
(2.19)

For sufficiently long channels, this equation satisfactorily describes the experi-
mental findings95,228 of the liquid intake in a microcapillary tube which starts fast
and subsequently slows down, l(t)α

√
t. This behavior was also observed earlier

in experiments by Bell and Cameron.22 It seems ironical to discuss inertial regime,
as mentioned by many of the investigators of capillarity to be an important draw-
back of Washburn’s law, as Washburn in his seminal paper319 clearly states that
the law is held for the systems where the inertial regime is not important or in
other words the law holds only in the region where - in his words "Liquid’s veloc-
ity, which was initially very high owing to the small resistance encountered, will
have dropped to such a value that the conditions of flow postulated in Poiseuille’s
law will have been established and these conditions will thereafter persist". In his
pivotal paper, Washburn also states that the region not described by the law "per-
haps disclose the two regions of turbulent flow and the slip flow" and "which are
separated from each other and from the Poiseullie’s region by rather pronounced
breaks". It is therefore important to note that initial time, t = 0, for Washburn’s
law is not literally the value of time when the liquid enters the capillary tube,
but when the liquid enters in the region described by Poiseuille’s law. This sit-
uation has been addressed by Zhmund,349 as "unfortunate" as "the underlying
assumptions this equation rests on are not always kept in mind during its appli-
cation". He states that the Washburn’s law is not applicable to all the situations
and its application depends on the physics of the system under consideration. As
one studies the capillarity phenomenon in micro or nano-scale, many assump-
tions and modifications have to be made in Washburn’s law as many physical
phenomena like dynamic contact angles, slip length, precursor films and disjoin-
ing pressure irrelevant at macroscopic scale may become important at micro and
nanoscales.304 However, many researchers have successfully applied Washburn’s
equation to their experimental288 and simulation results.279 It can be considered
ironical from theoretical point of view, as, i) Washburn’s law is based on the vis-
cous dissipation and does not account for loss in acceleration due to inertial force,
which can be seen in capillaries with larger diameters.223 ii) It is assumed that the
equilibrium contact angle is established instantaneously which is far from being
true. iii) Even if one assumes the above two points to be true, the velocity diverges
at pore entrance, as it tends to infinity as time t�0 (ca. equation 2.19).
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Viscoinertial regime

In the above sections, we have discussed two important regimes during the cap-
illary imbibition: i) Inertial regime: where the inertial effects of the imbibing fluid
is dominant and ii) The viscous regime: where the filling kinetics is determined
by the viscous loss in the channel. However, in between these two regimes, there
exists a region where the inertial and viscous forces compete with each other to
balance the capillary force and can be denominated as visco-inertial regime. In
this case, equation 2.10, takes the following solution:

l(t)2 =
2A2

B

(
t− 1

B
(1− exp (−Bt)

)
(2.20)

where,

A =

√
2γlvcosθe

ρH
and B =

12µ

ρH2 (2.21)

This equation is also called "Bosanquet’s equation" after the author who first intro-
duced the effect of inertial and viscous forces in capillary filling of fluid in cylindri-
cal pores.35 Equation 2.9 reduces to equation 2.13 at very short times and equation
2.20 at longer times. This equation takes into account the effects of both, inertia
and viscosity, due to which it best represents the transition zone between the per-
fectly inertial and perfectly viscous regime. The term "A" defined in Bosanquet’s
equation is a constant velocity term, hence this equation predicts a constant veloc-
ity during the inertial period of the liquid intake. However, it has been observed
the constant velocity attained by the fluid after the nucleation is far less than the
velocity predicted by Bosanquet as shown elsewhere.11,223 This discrepancy might
be due to the lack of consideration of the relation between the initial Bosanquet
velocity and the momentum associated with the liquid moving towards the cap-
illary cone.168 Bosanquet’s equation solves the velocity divergence in Washburn’s
solution at the pore entrance, but as already mentioned, the initial velocity pre-
dicted by this equation is much higher than the those observed experimentally.
We consider that the early effect like the formation of a premeniscus at the pore
entrance might be responsible for the reduced Bosanquet velocity. However, the
effect of contact line friction11,44,120,293 and dynamic contact angle36,194,202 cannot
be neglected and have to be taken into account.

Szekely’s energy balance equation

Szekely et al.286 obtained a rigorous equation for capillary rise based on the energy
balance of the system which can be stated as,

d(KE + PE)
dt

= −∆
(

u2

2
+ gh +

P
ρ

)
m−Wo − Eo (2.22)

where, KE is the Kinetic energy and PE is the Potential energy associate with the
liquid. ∆ is the finite differential operator, u is the fluid velocity, w is the mass flow
rate i.e. (velocity density cross-sectional area), Wo is the rate of work done against
the surrounding, and Eo is the rate of work done against frictional forces within
the fluid.286
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For cylindrical system with radius ro, equation 2.22 can be written as:(
l +

7
6

ro

)
d2l
dt2 + 1.225

(
dl
dt

)2

+
µ

ρr2
o l

dl
dt

=
1
ρ

(
2γlvcosθe

ro
− ρgl

)
(2.23)

where, l is the filling length of the liquid inside the system. Equation 2.22 has no
analytical solution and hence has to be solved numerically. Szekely et al.286 used
the following boundary conditions to numerically solve the equation:

l(t) = 0 at t = 0 (i) (2.24)
dl(t)

dt
= 0 at t = 0 (ii) (2.25)

Although rigorous, the second boundary condition used to solve the equation
cannot be correct, as it implies the existence of a regime of pure acceleration before
attaining a constant velocity or inertial regime. The regime of pure acceleration
has not been observed neither experimentally11,245 nor in simulation studies.159,223

No further development of this equation has been found in literature. The most
important contribution of this equation is the inclusion of the energy loss at pore
entrance.

Time demarkation of different regimes

Many researchers have tried to split the capillary filling into different regimes66,245

but in general, capillary filling can be subdivided into three distint zones as de-
scribed above: i) purely inertial regime ii) visco-inertial regime and iii) purely
viscous regime. For a cylindrical capillary, let’s suppose that t1 is the time where
purely inertial regime persist, t2: where visco-inertial regime holds and t3 where
the flow is purely dominated by viscous force (ca. figure 2.5). In figure 2.5, the
dimensionless scales of done by assuming the following relations:

t∗ =
8µt
ρR2 (2.26)

h∗ =

√
16µ2h2

ρR3σ cos θ
(2.27)

where, h is the filling length during the fluid imbibition, and R is the radius of the
cylindrical capillary. Similarly, t1 and t3 are given by the following equations:

t1 = 0.0232
R2ρ

µ
(2.28)

t3 = 2.2251
R2ρ

µ
(2.29)

Then, according to Fries and Dryier,97 the inertial regime and the visco-inertial
regime deviate from their respective behavior described at time t1 and t3 given
by equations 2.28 and 2.29 respectively. These equations are based on different
assumptions by Bosanquet,35 Quere244 and Washburn,319 and yet requieres ex-
perimental or simulation validity.
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FIGURE 2.5: Dimensionless diagram showing an overview of the initial time stages of
capillary rise. Source: Fries et al.97

Preinertial filling and energy loss at the entrance

Quere244 argues that there should be an accelerating regime just before inertial
regime as the latter takes some time to set up due to the necessity of formation of
a well-defined meniscus such that the length (l) variation in this regime of pure ac-
celeration should be proportional to t2. Das et al.66 argue that this regime of pure
acceleration need not necessarily be proportional to t2, as predicted by Quere but
any polynomial of degree tn would satisfactorily fulfill the requirement of veloc-
ity continuity at t = 0. The actual dependency of this regime of pure acceleration
with time remains an open debate. Moreover, the formation of vena contracta and
the form factor of the entrance168 lead to energy loss at the pore entrance. There
still lacks a detailed study of how these factors affect the capillary filling at large
time. Although Szekely et al.286 have included an energy loss term at the entrance,
it has not been confirmed by other studies.

Dynamic contact angle

The determination of the contact angles is one of the most difficult nuts to crack
in wetting phenomenon. In capillary fillings of nanochannels, the viscous dis-
sipation at the contact line is large as compared to that in the bulk fluid.202 In
such cases, the classical equations of capillary rise dynamics do not accurately
describe the penetration.11 To overcome this problem, such classical equations
must be modified to account for dynamic contact angle (DCA). Recent studies of
capillary phenomena under nanoconfinement101,223,279 suggest replacement of the
static contact angle in the classical equations with a funtion describing instanta-
neous values of the dynamic contact angles to satisfactorily explain the kinetics
of liquid rise. There are two main approaches for defining the dynamic contact
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angle. They are i) hydrodynamic approach ii) thermodynamic approach
i) Hydrodynamic approach
Because of the conflict between a contact line that moves and the conventional
no-slip boundary condition between a liquid and a solid, stresses are unbounded
at the wetting line, and the force exerted by the liquid on the solid becomes infi-
nite.140 One approach to dealing with this singularity has been the truncation of
the Navier-Stokes equation’s solution artificially at the molecular scale where the
continuum description breaks down.312,313 Alternatively, the capillary flow equa-
tions and the boundary conditions have been modified by relaxing the no-slip
condition in the vicinity of the contact line.66,68,71,81 In this case, the force exerted
on the solid is then finite, though the stresses in the liquid remain unbounded.
In both cases, the capillary number is presumed to be small, so that far from the
wetting line the liquid–gas interface takes its static shape. The macroscopic dy-
namic contact angle is then determined by extrapolating the static interface to the
solid surface. The flow equations are solved using the method of matched asymp-
totic expansions. The main focus of the hydrodynamic approach is to relate the
capillary number to the velocity of the advancing fluid. There exist many empiri-
cal and semi-empirical equations from hydrodynamic stand point to describe the
wetting kinetics.36,62,149,153 The most used hydrodynamic models are listed below:

Jiang et al.149

tanh(4.69Ca0.702) = cos θe−
cos θD

cos θe + 1
(2.30)

Bracke et al.36

2Ca0.5 = cos θe −
cos θD

cosθe + 1
(2.31)

Seebergh et al.265

2.24Ca0.54 = cos θe −
cos θD

cos θe + 1
(2.32)

Cox et al.62

θ3
D = θ3

e + 9Ln
R
l

µ

γ

dH
dt

(2.33)

In the above equations µ, v and γ are the liquid viscosity, capillary filling speed
and surface tension of the liquid respectively. Similarly, θD refers to dynamic con-
tact angle and Ca refers to capillary number and is given by:

Ca =
µv
γ

(2.34)

Thermodynamic approach

Originally based on the Molecular Kinetic Theory (MKT) of wetting developed by
Blake and Haynes,31 this approach introduces a new model of frictional losses at
three phase contact line, which is beyond the scope of hydrodynamics. The basic
idea behind the thermodynamic approach is that contact line movement occurs
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from an activated rate perspective involving molecular scale jumps. The key pa-
rameters in this model are κ0, the equilibrium frequency of the random molecular
displacements occurring within the three-phase zone, and λ, the average distance
of each molecular displacement. In its simplest form, the model is based on the
idea that the velocity-dependence of the dynamic contact angle is due to the dis-
turbance of adsorption-desorption equilibria and, hence, to changes in the local
surface tensions as the wetting line moves across the solid surface. This approach
discards dissipation due to viscous flow and focuses instead on that occurring in
the immediate vicinity of the moving contact line due to the process of attachment
or detachment of fluid particles (molecules) to or from the solid surface. Hence,
there are just two length scales: the molecular scale, where the dissipation occurs,
and the macroscopic scale where its effects are seen. The main result of this model
is shown in the following equation:

U = 2λ0ξexp
E

kBT
sinh

(
γξ2(cosθe − cosθD)

2kBT

)
(2.35)

where, U is the velocity of the three phase contact line, λ0 is the equilibrium dis-
placement frequency, (1 \ ξ2) is the number of solid-liquid interaction sites per
unit area, kB is the Boltzmann’s constant and T is the absolute temperature. In
this relation, θ has to be interpreted as truely microscopic angle defined in molec-
ular scale, which is fundamentally different from the macroscopic contact angle
(θap). It is important to note that λ and ξ have not been physically defined and
values cannot be consistently predicted.82 However, there have been other stud-
ies on combining the thermodynamic and the hydrodynamic approach to better
define the evolution of DCA.39

2.1.6 Nanocapillary Imbibition

Would the laws that govern the fluid flow during capillary imbibition at macro
scale behave in the same manner at nanoscale? How do variations in fluid prop-
erties due to nanoconfinement affect the imbibition process? Are there additional
effects that need to be taken into account to describe capillarity at this scale? There
exist many queries regarding flows at nano-confinement, as the basic understand-
ing of flows in nanopores is still the subject of open debate and many research
groups around the world are trying to unreveal the mysteries behind this.159,223,279

Depending upon the range of action of short and long range forces, many phys-
ical phenomena come into play, like possible changes in physical properties of
the liquid, the validity of macroscopic contact angle, the presence of thin film
changing the effective diameter and contact line friction among other. Moreover,
diffusion of fluid molecules and viscosity are found to change significantly near
the channel walls,122,310 (several folds increase for hydrophilic channels). It modi-
fies the interfacial dynamics of the fluid altering the boundary condition near the
channel walls. Hence, stick and slip boundary conditions have been observed for
hydrophilic and hydrophobic channels respectively.28,56,150,224

Classical force balance relations like Lucas-Washburn’s (LW) and Bosanquet’s equa-
tions that describe the capillary imbibition fail to explain the filling kinetics at this
scale owing to the effect of nanoconfinement on fluid dynamics.66,223,279,288 Infact,
the imbibition kinetics of capillary experiments performed in nanoconduits qual-
itatively follows the LW model.121,227,288,290 However, these experiments reported
lower filling speed of the fluids in hydrophilic nano-conduits than those predicted
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by classical LW equation. To explain this anomalous behavior of filling kinetics at
nanoscale, various explainations have been put forward over the years but a gen-
eral consensus on the matter has not been established yet. The slower filling rates
are attributed to electroviscous effect induced by the walls on the fluid288 and fur-
ther enhanced by other effects, as pointed out in experimental study by Perssons
et al.227 In contradiction to the explanations by Tas et al.288 and Persson et al.,227

Mortensen and Kristensen210 argued that the electroviscosity due to wall-effects
contributes less than 1% to the apparent viscosity and suggested that electrovis-
cosity cannot count for the observed slower than expected filling rates. In another
study, Thamdrup et al.290 attributed the slower filling rates to the formation of
nanobubbles during the capillary filling. However, in contrast to the results by
Thamdrup et al.,290 Chauvet et al.48 in their experiments with sub-100 nm chan-
nels, showed that the slower filling rates cannot be attributed to the nanobubble
formation but could possibly be caused by enhanced vicosity near the solid-liquid
interface due to higher ordering of water molecules. Using molecular simulations,
Oyarzua et al.223 found that the lower filling rates in hydrophilic nanochannels
could not be explained even by the presence of highly pressurized gas in front of
the advancing capillary meniscus. Gruener et al.113 proposed possible negative
slip length which seems to be close to the explanation provided by Haneveld et
al.121 for the observed rate of capillary filling in silica-nanochannels.

Studies in carbon nanotubes (CNTs) showed rapid rise of water284 which in-
dicated that the classical Washburn description no more holds good for systems
with nanoconfinement as hydrophobic nanochannels can behave as frictionless
pipes displaying a rapid rise in fluid column. Stukan et al.280 included the effect of
both slip and surface roughness to study capillary flows. However, their equation
contained adjustable parameters which were fitted from simulation data. Despite
these studies which suggest the qualitative validity of LW model, there are stud-
ies which dismiss the extrapolation of the proportionality law between meniscus
height and square of time to nanometer length scales.159,223,284

However, other studies have tried to explain the role of line tension,78,226 pre-
cursor films,31,53 dynamic contact angle82,234,279 and effect of displaced air.48,141

Therefore, a comprehensive explanation to the deviation from the expected cap-
illary rates observed in the filling of nanochannels compared to the LW equation
predictions remains an open question.

2.1.7 Influence of electric field in nanoflows

Effect of electric field in nanosized water droplets

Interaction of a liquid droplet with an external electric field forms the basis for
many microelectronic and nano-optoelectronic technologies, such as inkjet print-
ing,300 electrostatic painting,17 nanoimprinting and nanomanufacturing.171 The
effect of applied electric field on the spreading of a macroscopic drop of polar liq-
uid on a solid surface is known to be described by Young-Lippmann equation as
follows:68

cosθ =
γsg − γsl

γlg
− 〈εε0E · E〉

2γlg
(2.36)

where, γ is the surface tension and the subscripts s, l, g refer to solid, liquid and
gas respectively. Similarly, ε and ε0 are permittivity of the medium and permit-
tivity of the free space respectively, and E is the applied electric field. In terms of
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change in electrostatic energy per unit area associated with surface spreading of
the liquid wetting both walls Wel(V ), Lippmann’s equation can be written as:

cosθ = cosθ0 −
Wel(V)

γlg
(2.37)

where, θ0 is the contact angle in absence of external electric field. Precise form
of Wel(V) depends on the system geometry and material properties but is gen-
erally presumed to be proportional to the areal electric capacitance of the space
(c) and potential drop across the space squared, Wel(V) ∼ cV2/2.212,266 In macro-
scopic experiments, capillary effects due to electric field originates in a thin sur-
face layer where the local strength of electric field is high.146,212 On micro and
nanopores on the other hand, the field extends throughout the whole aqueous
slab. Not withstanding its weak ionization, pure water in a nanopore can be con-
sidered to behave as a dieletric of relative permittivity ε. The electric field E0 can
induce charges on the plates of a capacitor19 or can be attributed to charges in
the nearby environment. Water can enter the confinement from external field-free
reservoir at ambient temperature and pressure, hence the state of confined water
is fully described by specifying the values of chemical potential µ, volume A w
D, (where Aw is the plate area and D is the interplate separation such that A w
� D2, temperature T, and field strength E. For a uniform field, the continuum
level approximation for the difference between electrical energies of water-filled
(l) and empty (e) channels treated as capacitor (c) with areal capacitance

ce =
ε0

D
and cl = εrε0D gives: (2.38)

Wel = Wl −We ≈
D
2
(εrε0E2 − ε0E2

0) ≈
−ε0D

2
E2

0 (2.39)

In equation 2.39, E0 = V0/D is the applied electric field across the slit. The above
equations assume that bare surface tension γab(a, b = s(solid), l(liquid), v(vapor))
remain unaffected by the field. While the latter is usually true for the solid-vapor
term (γsv), the alignment of water molecules in response to the field can modify
molecular interactions at the surface and hence further affect γsl and γlv. Favor-
able interaction of a polar liquid with the electric field also results in increased
liquid density (ρ), which is given by:

dlnρ =
κρ

8π

∂ε

∂ρ
d(E2) (2.40)

where E is the local field and κ is isothermal compressibility. Equations 2.36 and
2.39 combined with appropiate estimate of areal capacitance of the surface, pro-
vide the basis for techniques to tune hydrophobic/hydrophilic surfaces by ap-
plying electric potential.83,170,212,266 However, MD studies have shown that the
Young-Lippmann equation generally does not hold true for spreading behavior
of a nanosize droplet in an electric field.67 This is attributed to the large surface
to volume ratio in a nanosized liquid drop and to a particular orientation of hy-
drogen bonds near the solid-liquid-vapor triple point. For an electric field applied
parallel to the solid surface, the liquid spreads to the surface asymmetrically with
the leading contact angle differing from the trailing one. This is in direct contrast
with equation 2.36 which suggests that the contact angle is determined solely by
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the magnitude of the applied electric field. Using MD simulations, Yen341 studied
the solid-liquid contact angle of a nanosized drop on a solid surface and found
that the liquid-solid contact angle depends both on the polarity and field strength
of the applied electric field. His results further reveals that for a perpendicular
field, the contact angles first decreases and then increases as the field strength
becomes higher, and also the magnitude of the change in the contact angle is dif-
ferent when the polarity switches for the same field strength.

Effect of electric field on flows in nanochannels

Water molecules are electrically neutral with uneven distribution of electron clouds
between the hydrogen and oxygen molecules which give rise to their polar nature.
In liquid state, the hydrogen atoms are constantly being exchanged between the
water molecules due to protonation/deprotonation process, the rate of which de-
pends upon the pH of water.299 This rate of exchange of hydrogen molecules is
lowest at pH 7 where the average time for the atoms to remain in a molecule
is only about a millisecond. This period is found to be much longer than the
timescales encountered for the formation/disruption of hydrogen bonding among
the water molecules,14,93,292 and hence, water is usually treated as a permanent
structure. As water is a polar molecule, the presence of an external electric field
has long been known to reorient the water molecules depending upon the polar-
ity and strength of the applied field.67,83,270 This reorientation of water molecules
affects the ordering of molecular dipole and modifies the fluid anisotropy and bi-
axiality.253 However, studies37,155,274,352 suggest that the intramolecular structural
nature and liquid phase of water under these conditions is not altered. In an inter-
esting study of Poiseuille flow of water in carbon nanotubes, Ritos et al.253 found
that the application of an external electric field close to the entrance of a CNT
membrane preorders water molecules before they enter the CNT, significantly re-
ducing the entrance losses and consequently increasing the flow rate through the
nanotube membrane for the same applied pressure difference. On the other hand,
applying the same fields over the entire nanotube system increases the frictional
and the exit losses, balancing the gains from reduced entrance losses and, there-
fore, leading to little or no increase in the flow rate. Finally, when the same fields
are applied over the nanotube only, the flow rate decreases relative to the case with
no electric field, and the flow rate reduction is independent of the field strength.
A similar study by MacElroy et al.198 also suggest the presence of a friction force
in flow inside CNTs due to long-range electrostatic interactions.
Garate et al.104 simulated water-self-diffusion through single-walled carbon nan-
otubes (CNTs) using molecular dynamics (MD) simulations in the presence of an
external electric field, and found that the permeation of water into the smaller
nanotubes is enhanced by electric fields due to a decrease in the fluctuations of
the number of water molecules inside the nanotubes, whereas the larger extent
of rotational freedom of the water molecules in the larger nanotubes allows an
improved dipole alignment with the electric fields, resulting in a reduced water
self-diffusion flux. Similary, it has been shown experimentally that the applica-
tion of an external electric field on a fluid under nanoconfinement influences its
physical properties like wettability,67,235 adhesion and fluid-wall friction.196 Fur-
thermore, an study by Vaitheeswaran et al.301 revealed a decrease in the density of
the nanoconfined fluid between two hydrophobic planes in an open system in the
presence of external electric field. In the same study, the authors also showed that
the free energy barrier for the capillary evaporation is reduced by the application
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of electric field. This indicates that the application of electric field influences the
key properties of the fluid which, in turn, may modify the flows through nanocon-
finements.
External static electric fields have been successfully applied to influence the trans-
port of ionic species through nanoconduits342 and selective DNA translocation
through silicon nanopores,193 in addition to electroporation for molecular and
ionic transport through lipid bilayer membranes,269 which further demonstrates
the valuable contributions that careful application of external electric and electro-
magnetic fields can make to nanotechnology and nanoscience.

2.1.8 Influence of ions types on flows in nanochannels

Most of the nanofabrication processes and integrated nanodevices involve ionic
solutions or water containing significant amount of ionic species which forms the
basis of the present day concept of lab-on-a-chip (LOC).148,289 This concept holds
the promise to insert all the functional clinical stages in a single device with very
fast response and ultra portability which could revolutionize the medical and gen-
eral health care practice2,118,169 and engineering services.109,151,246

We have discussed the capillary flows of pure water in previous sections. The
presence of ions in water under nanoconfinement adds further complications to
the analysis of flows as the distribution of ions on the channel walls and the bulk
may give rise to phenomena like changes in surface tension, altered viscosity by
ion hydration and other associated phenomena.154,232,242,243,291 One of the most
common phenomenon that affects the flow of electrolyte solution under nanocon-
finement is the formation of an electrical double layer (EDL)137,158,326(ca. figure
2.6). The EDL model is used to describe the aqueous-electrolyte environment
in the vicinity of a surface.73,146,197,346 From the wall surface, the first layer is
known as Stern layer and can be subdivided into internal and external Helmholtz
planes. This layer is characterized by very high interfacial viscosity and can be
interpreted as adhesion of partially hydrated and non-hydrated counterions to
the surface of the wall.197 Adjacent to the Stern layer is the diffuse layer which
extends till the bulk where electroneutrality prevails. This zone is characterized
by the presence of co-ions and hydrated counterions, with the concentration of
counterions slightly greater to balance the residual surface charge not screened
by the Stern layer. Although most of the studies report the formation of EDL
near charged surfaces, recently EDL has also been reported in systems without
net surface charge.154,164 Under nanoconfinement, where the size of the EDL is
comparable to the nanoscopic length scale, the high concentration of counterions
near the walls highly affect the transport characteristics due to selective charge
distributions. Charge distributions are the key physical descriptors of nanochan-
nel transport as they govern axial ion transport rates, total ionic current (both
advective and electromigration current), and bulk flow. In an interesting study of
capillary filling of electrolyte solutions in partially and totally wetting walls, Bakli
et al.16 unveiled a remarkable finding of the amplified rate of capillary filling in a
partially wettable nanochannel compared to a completely wettable one by captur-
ing an intricate interconnection between the interfacial slip and electrostatic force,
revealing the complex ion–water interactions over the nanometer scale.
The main forces that determine the dynamics of solution containing ions in nanocon-
finement are the van der Waals and Coulombic forces. It has been suggested that
an interplay between hydration, Coulombic and van der Waals forces in these sys-
tems are responsible for observed flow anomalies at nanoscale.15,131,154,243 As the
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FIGURE 2.6: Skematic diagram of electrical double layer at the vicinity of a surface wall.
Source: Brown et al.40

transport carriers in most of the nanofluidic devices, such as already mentioned
LOC units, are electrolyte solutions,99,125,186,320 it becomes important to study the
influence of the type and concentration of ions in the flows under nanoconfine-
ment.
Solid surfaces in contact with electrolyte solutions develop a net surface charge.
Depending upon the type of ions and pH of the solution,192 the effect of these sur-
face potential may influence the distribution of dilute ionic species and their con-
centration at solid-liquid interface during the nanocapillary filling process.15,154

However, study of the contribution of the hydration of ions and its effect on the
nanochannel flows of electrolyte solutions becomes imperative for the adequate
exploitation of the nanodevices in diverse fields of engineering and biological sci-
ences.
Hence, in order to exclude the effects of the net surface charge on the dynam-
ics of filling kinetics, it is important to study capillary flows at the point of zero
charge (PZC) of the channel walls. At PZC, the net surface charge density of the
wall becomes zero which removes the contribution of the surface potential and
the excess of ions at interface in the flow under nanoconfinement. We are par-
ticulary interested in the nanocapillary flows inside hydrophilic amorphous silica
nanochannels in this study, therefore, we limit this work to explore the hydration
and concentration effects of mono and multielectrolyte solutions in slit nanochan-
nels at the PZC.
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Chapter 3

Molecular Simulations

3.1 Outline

Molecular simulation is a collection of (computer based) techniques for deriving,
representing and manipulating the structures, reactions, behaviors and properties
of molecules and their interactions. Computational methods for molecular sim-
ulations to solve real world problems have extensively been used in the recent
decades7,191,260,328,342 and have been an important tool in interpreting material be-
havior at molecular level.79,327 It serves as the bridge between theory and experi-
ments and reveals hidden details not "observed" in experiments.7 It also helps to
examine a particular theory by using a previously tested model with experimental
results. Depending upon the computational capabilites, the molecular simulations
can be made as exact as possible6 to obtain the desired details of the phenomenon
under study. Although the molecular modeling is easy to perform with currently
available computer tools, the difficulty lies in getting the right model and proper
interpretation. In general, a molecular simulation consists of a computational rep-
resentation of a system wherein realistic molecular positions are used to extract
structural, thermodynamic and dynamic information.3

The purpose of this chapter is to discuss briefly the molecular modeling tech-
nique used to study capillary imbibition under different conditions. Specifically,
Molecular Dynamics (MD) simulations are performed to study the system behav-
ior and properties in and out of equilibrium in this thesis. For detailed descrip-
tion of each concept, the readers are referred to classical text book on the mat-
ter.7,23,175,259

3.1.1 Concept of ensembles

In a molecular dynamics simulation, one often wishes to explore the macroscopic
properties of a system through the molecular evolution of position and veloci-
ties, for example, to calculate changes in the binding free energy of a particular
drug candidate,80 or to examine the energetics and mechanisms of conforma-
tional change.262 The connection between microscopic simulations and macro-
scopic properties is made via statistical mechanics which provides the rigorous
mathematical expressions that relate macroscopic properties to the distribution
and motion of the atoms and molecules of the N-body system;174 molecular dy-
namics simulations provide the means to solve the equation of motion of the par-
ticles and describe the temporal evolution of a particular system. With molecular
dynamics simulations,7 one can study both thermodynamic properties and/or
time dependent (kinetic) phenomenon.
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The thermodynamic state of a system is usually defined by a small set of pa-
rameters, for example, the temperature T, the pressure P, and the number of par-
ticles N. Other thermodynamic properties may be derived from the equations of
state or fundamental thermodynamic equations. The mechanical or microscopic
state of a system is defined by the atomic positions q, and momenta p; these
can also be considered as coordinates in a multidimensional space called phase
space.119 For a system of N particles, this space has 6N dimensions. A single
point in phase space, describes the state of the system. An ensemble is a collection
of points in phase space satisfying the conditions of a particular thermodynamic
state. A molecular dynamics simulations generates a sequence of points in the
phase space as a function of time; these points belong to the same ensemble, and
they correspond to the different conformations of the system and their respective
momenta. Several different ensembles23,130 are described below:

Microcanonical Ensemble (NVE): The thermodynamic state characterized by
a fixed number of atoms N, a fixed volume V, and a fixed energy E. This corre-
sponds to an isolated system and in a dynamical system, the system visits all the
regions of phase space with constant energy.

Canonical Ensemble (NVT): This is a collection of all systems whose ther-
modynamic state is characterized by a fixed number of atoms N, a fixed volume
V, and a fixed temperature T. The temperature is maintained constant with an
external heat bath connected to the system. This ensemble can be represented
as two NVE emsembles connected to each other with heat exchange between
them, assuming that the second system is much larger than the first system with
N2 >>N1, V2 >>V1 and E2 >>E1.

Isobaric-Isothermal Ensemble (NPT): This ensemble is characterized by a
fixed number of atoms N, a fixed pressure P, and a fixed temperature T.

Grand Canonical Ensemble(µc P T): The thermodynamic state for this ensem-
ble is characterized by a fixed chemical potential µc, a fixed volume V, and a fixed
temperature T.

In statistical mechanics, averages corresponding to experimental observables
are defined in terms of ensemble averages;298 one justification for this is that there
has been good agreement with experimental results. The average values are de-
fined as ensemble averages. An ensemble average is an average taken over a large
number of replicas of the system considered simultaneously. The ensemble aver-
age is given by23:

〈A〉 =
∫ ∫

d~pNd~rN A(~pN ,~rN)ρ(~pN ,~rN) (3.1)

where, A(~pN ,~rN) is the observable of interest and it is expressed as a function
of the momenta p, and the positions r, of the system. The integration is over all
possible variables of r and p. The probability density ρ is given by:

ρ(~pN ,~rN) =
1
Q

exp
[
−H(~pN ,~rN)

kBT

]
(3.2)

where H is the Hamiltonian, T is the temperature, kB is Boltzmann’s constant and
Q is the partition function specific to each ensemble.

One of the fundamental theorem in MD simulations is the ergodicity55,119

which states that "Ensemble average of a thermodynamic quantity is equal to its
time average" is used to predict the thermodynamic properties, the time average
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being given by:

〈A〉time = lim
τ→∞

∫ τ

t=0
A(~pN(t),~rN(t))dt (3.3)

The basic idea is that if one allows the system to evolve in time indefinitely, that
system will eventually pass through all possible states.247

3.1.2 Molecular interactions

The molecular dynamics is a simulation method based on Newton’s second law
or the equation of motion "F = ma", where F is the force exerted on the particle,
m is its mass and a is its acceleration.7 Knowing the force on each atom, it is
possible to determine the acceleration of each atom in the system.7,247 Integration
of the equations of motion then yields a trajectory that describes the instantaneous
positions, velocities and accelerations of the particles.59,257 The value of the force
to compute the acceleration of a particle is derived as the negative divergence of
potential.96

~F = −∆ ·Φ (3.4)

~F = − δ

δ~rij
U (~rN) (3.5)

U for each system is defined by potential functions for the systems under study.
The potential functions describe the potential energy between two interacting par-
ticles i and j separated by distance~rij, where, ~rij = |~rj −~ri|. The total potential
energy of the system is given by:

Utotal(~rN
ij ) = Ubonded(~rN

ij ) + Unon−bonded(~rN
ij ) (3.6)

Bonded interactions

The Ubonded is the sum of three terms23,96:

Ubonded = Ubond−stretch + Uangle−bend + Urotation (3.7)

Ubond−stretch is a harmonic potential representing the interaction between atomic
pairs where atoms are separated by one covalent bond, i.e., 1,2-pairs. This term is
the approximation to the energy of a bond as a function of displacement from the
ideal bond length b0 . The force constant Kb, determines the strength of the bond.

Ubond−stretch = ∑
1,2−pair

Kb(b− b0)
2 (3.8)

In the above equation b = |~r1−~r2|. Both ideal bond lengths b0 and force constants
Kb are specific for each pair of bound atoms, i.e. depend on chemical type of atoms
constituents.
Uangle−bend is associated with alteration of bond angles θ from ideal values θ0,
which is also represented by a harmonic potential. Values of θ0 and K0 depend
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on chemical type of atoms constituting the angle.

Uangle−bend = ∑
1,2,3

K0(θ − θ0)
2 (3.9)

where,

θ = acos
(
~r12 ·~r23

r12 r23

)
(3.10)

Urotation represents the potential function of the torsion angle which models the
presence of steric barriers between atoms separated by 3 covalent bonds (1,4 pairs)
and (φ) is the angle between the plane vectors 1, 2, 3 and 2, 3, 4 . This potential is
assumed to be periodic and is often expressed as a cosine function.

Urotation = ∑
1,4−pairs

Kφ(1− cosnφ) (3.11)

Non-bonded interactions

The energy term representing the contribution of non-bonded interactions poten-
tial function has two components, the van der Waals interaction energy and the
electrostatic interaction energy.7,119,247

Unon−bonded = Uvander−waals + Uelectrostatic (3.12)

Uvander−waals : The van der Waals interaction between two atoms arises from
the temporal fluctuation of electronic charge inducing transient dipoles of vari-
able strengths.8,129 The repulsive force arises at short distances where the electron-
electron interaction is strong. The attractive force, also referred to as the dispersion
force, arises from the fluctuations in the charge distribution in the electron clouds.
The fluctuation in the electron distribution on one atom or molecules gives rise
to an instantaneous dipole which, in turn, induces a dipole in a second atom or
molecule giving rise to an attractive interaction.8 Each of these two effects is equal
to zero at infinite atomic separation r and become significant as the distance de-
creases. The attractive interaction is longer range than the repulsion but as the
distance become short, the repulsive interaction becomes dominant. This gives
rise to a minimum in the energy. Positioning of the atoms at the optimal distances
stabilizes the system at equilibrium. Both, the value of energy at the minimum E∗

and the optimal separation of atoms r∗ (which is roughly equal to the sum of van
der Waals radii of the atoms) depend on type of atoms.160

U (rij) = 4ε

[(
σ

rij

)12

−
(

σ

rij

)6
]

(3.13)

A = 4εσ12 C = 4εσ6 (3.14)

In molecular simulations, the van der Waals interaction is most often modelled us-
ing the Lennard-Jones 6-12 potential which expresses the interaction energy using
the atom-type dependent constants A and C. Values of A and C may be deter-
mined by a variety of methods, like non-bonding distances in crystals and gas-
phase scattering measurements.233 The Lennard-Jones 6-12 potential is expressed
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FIGURE 3.1: Lennard Jones potential and its components. Source: Own elaboration.

as equation 3.13, where ε is the depth of the potential well, σ is the finite distance
at which the inter-particle potential is zero and rij is the distance between the par-
ticles.

Uelectrostatic : All charged particles in a molecular system interact through a
Coulomb potential (Uc) given by:

Uc(rij) =
qaqb

4πεrij
(3.15)

where, qa and qb represent the partial charges in atoms of type a and b respec-
tively, ε is the permittivity of the medium, and rij the interatomic distance. Since
Coulomb interactions decay slowly in comparacion to van der Waals interactions,
Coulomb force computation is the most time consuming part of the force calcu-
lation process in molecular dynamics.259 Many methods have been implemented
to handle this problem, the most common of which is implementation of a cut-
off distance which means that the force is computed until a fixed distance after
which it is neglected. The truncation methods are very popular in MD simulations
however, they are not suitable in many systems and phenomena where long in-
termolecular interactions are important such as ionic liquids, electroosmotic flow
and electrophoresis.7,9

3.1.3 Neighbor list and Cut-off radius

Scalability is an important factor for N-body MD simulations. However, the com-
putational cost and computing time become very high if we consider all the 1

2 N(N−
1) possible interactions.7 Fortunately, some interatomic forces decrease strongly
with distance (van der Waals, covalent interactions etc). We can thus, limit the
interactions to be considered within a certain distance, the cut-off radius (rc). It
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should be noted that the simple truncation is not acceptable as it would imply a
finite force for an atom pair crossing the discontinuity.23 A simple truncation of
the potential creates a new problem though; whenever a particle pair "crosses" the
cut-off distance, the energy makes a little jump. A large number of these events
is likely to spoil the conservation of energy in a simulation.7,119 So the potential
should be modified in such a way that the potential and force are continuous at
the cut-off distance; e.g. by shifting the potential as in equation below:

VSF(r) = ULJ(r)−U(rc)− (r− rc)U′(rc), f or r < rc (3.16)
VSF(r) = 0 f or r ≥ rc (3.17)
V ′SF(r) = 0 f or r ≥ rc (3.18)

(3.19)

where, VSF is the shifted potential.

FIGURE 3.2: The Verlet list on its construction, later, and too late. The solid line represents
rcut and the dotted line rlist. The potential cut-off range (solid circle), and the list range
(dashed circle), are indicated. The list must be reconstructed before particles originally

outside the list range (black) have penetrated the potential cut-off sphere.
Source: Allen et al.7

Special care should be taken to establish the cut-off radius as for high-density
NVT, the cut-off distance has insignificant influence on the radial distribution
function (g(r)). However, the corresponding pressure calculated from the NVT
ensemble is found to be strongly dependent on the cut-off distance used.136 It is
also to be noted that all properties of a fluid, including the radial distribution func-
tion (RDF) and thermodynamic properties, depend significantly on the attractive
forces for NPT ensemble. The most common used cut-off radius in MD simu-
lations is 2.5σ.295 However, for large systems, this calculation still implies large
calculation of forces. Hence, to reduce the number of calculation and the calcu-
lation time/cost, an additional strategy of neighbour lists can be implemented.
In this approach, the cut-off sphere is surrounded by a sphere of radius rlist (fig-
ure 3.2).7 In the first step of MD simulations, a neighbour list for each atom in
the box is created such that the separation between the atoms is less than rlist.6 It
restricts the force calculation just within the neighbour list encompassed by rlist.
The selection of this rlist has inherent problem that, frecuently a large number of
neighbourlists need to be constructed periodically. There should be a trade-off
between the computational efficiency and precision for an adequate selection of
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rlist, as large rlist requieres low actualization frequency and greater precision,54

but there is no significant saving of computation time. An alternative to overcome
this issue in large systems (N > 1000) is to divide the computational box in cell
lists wherein the box is divided into cells with dimensions larger than rc and the
particles are designated in the corresponding cells.7,338 The force calculation in
this case, is performed only between the particles in the same cells and the parti-
cles in the neighbouring cell list. The cell actualization is rapid and hence can be
performed in each step.

Ewald Summation Method

In most of the MD simulations, calculation of the long range interactions (Coulom-
bic interactions) are the computationally most intensive tasks during the process-
ing.294 In order to improve the quality and efficiency of the systems involving a
N-body system with periodic boundary condition (PBC), it is important to con-
sider methods that are computationally less expensive with better accuracy than
the cut-off methods.
The total Coulombic energy of a cubic cell of size N containing N particles and
their replicas in PBC is given by:96

Uelectrostatic =
1

4πε

′

∑
n

N

∑
i=1

N

∑
j=1

qiqj

|rij + nL| (3.20)

In the above equation, rij is the distance between two particles, qi is the charge
of the particle i, and n is the cell-coordinate vector with n = n1Lx + n2Ly + n3Lz
where, x, Ly and Lz are the simulation box lengths. Equation 3.20 is conditionally
convergent and depends upon the order of summation.7 The use of 3.20 in order
to compute electrostatic magnitudes is know as Direct Sum Method. The direct
sum method, although simple to implement, suffers from a major drawback: the
numerical evaluation of equation 3.20 is excessively computer demanding. This
problem can be "solved" by introducing Ewald sum89 which is an alternative way
to calculate these interactions.7,23,119

Ewald sum is a faster method to compute electrostatic quantities such as energies
or forces and is based on splitting the slowly convergent equation 3.20 into two
series which can be computed much faster (at level of accuracy fixed).294 In the
Ewald summation approach, the basic cell containing N/2 each of positive and
negative charges in some spatial arrangement is interpreted as a single crystallo-
graphic element surrounded by an infinite number of identical copies of itself.165

The potential energy represented by equation 3.20 is given by two rapidly con-
verging series plus a constant term:96,119,175

UEwald = Ur + Um + Uo (3.21)

The Ewald sum therefore, can be written as the sum of three parts: the direct
space sum (Ur), the reciprocal or Fourier space sum (Um), and the constant term
also called self-term (Uo). The functions that best describe the real, reciprocal and
the self terms are as follows:

Ur =
1
2

N′

∑
i,j

∑
n

qiqj
er f c(αrij,n)

rij, n
(3.22)
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Um =
1

2πV

N

∑
ij

qiqj ∑
m 6=0

exp(πm/α)2 + 2πim · (ri − rj)

m2 (3.23)

Uo =
−α√

π

N

∑
i=1

q2
i (3.24)

The self-term (Uo) is a correction term that cancels out the interaction of each of the
introduced artificial counter-charges with itself. The complimentary error func-
tion decreases monotonically as x increases and is defined by :

er f c(x) = 1− er f (x) = 1− 2√
π

∫ x

0
e−x2

dx (3.25)

For further details in this method, the readers are suggested to refer to the studies
by Kittel165 and Berendsen et al.23

The physical interpretation of decomposition of potential energy into two rapidly
converging sum is shown in figure 3.3. Each point charge in the charge system is
assumed to be surrounded by a Gaussian charge distribution of equal and oppo-
site sign with charge density ρi such that:240

ρi(r) = qiα
3exp(α2r2)/

√
π3 (3.26)

In equation 3.26, α represents a positive parameter which determines the width
of the charge distribution while, r is the position relative to the center of the dis-
tribution. Such induced Gaussian charge distribution screens the interaction be-
tween the neighboring point charges and their images in the real space converges
rapidly. To compensate this induced Gaussian charge distribution, a second Gaus-
sian charge distribution of the same sign and magnitude as the original point
charge is induced and the sum is performed in reciprocal space using Fourier
transforms.119,165

FIGURE 3.3: Treatment of electrostatic interaction using Ewald summation method.
Source: Berendsen et al.23

By suitably adjusting α, optimal convergence of both series may be achieved
which depends upon the three parameters included in Ewald’s sum. Those are:
nmax, an integer which defines the range of the real-space sum and controls its
maximum number of vectors (i.e. image cells), in the similar manner mmax, an
integer defining the summation range in the reciprocal-space and its number of
vectors, and α the Ewald convergence parameter, which determines the relative
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rate of convergence between the real and reciprocal sums.323 The Ewald parame-
ters should be carefully choosen depending on several considerations and require-
ments of the MD simulations. Some of the important considerations to be taken
into account while choosing the Ewald parameters are:294

• System size: Larger the system size (N), larger should be α and cut-off radius
rc. This will limit the pairwise interactions and the real space sum converges
faster.

• Desired accuracy: Larger values of rc, nmax and mmax although may yield
accurate results, might lead to computational inefficiency.

• Computational time: From equation 3.22, it can be deduced that larger α
leads to lesser calculations done in real space, which reduces the computa-
tional time.

Many variations of this approach like PPPM132, PME65, SPME88 etc have been
presented to accelerate the calculating process. The main idea behind this is split-
ting the slowly convergent equation into two series which can be computed much
faster (at level of accuracy fixed). The trick basically consist on splitting the inter-
action 1/r as:

1
r
=

f (r)
r

+
1− f (r)

r
(3.27)

3.1.4 Ewald methods based on Fast Fourier Transform (FFT)

The basic idea of these methods is to apply the Fast Fourier transform (FFT) to
accelerate the reciprocal space part of the Ewald sum. This technique reduces the
computational complexity to O(N log(N))103, provided that the parameters are op-
timized. Use of FFT to accelerate the reciprocal allows for larger α, corresponding
to a smaller rc and thereby reducing the cost of real space sum calculation. All the
methods based on Fast Fourier Transform are inspired by Particle-Particle-Particle
Mesh Ewald (P3M)132 developed by Hockney and Eastwood and Particle Mesh
Ewald developed by Darden et al.65 Among different methods for the 3d-periodic
case are the widely used Smooth Particle Mesh Ewald88 (SPME) method and the
Spectral Ewald (SE)188 method. The underlying principle of all the FFT-based
methods are the same, wherein, irregular charges are interpolated to a uniform
grid and the Poisson equation are then solved on this grid in Fourier space.

Particle-Mesh Ewald (PME)

In the Particle-Mesh Ewald (PME) method,88 the potential energy is divided into
Ewald’s direct sum and reciprocal sum series and the conventional Gaussian charge
distribution is used. In this method, the direct sum is calculated explicitely using
cut-off while the reciprocal sum is approximated using FFT with convolutions on
a grid, where charges are interpolated to the grid points. The charge interpolation
function used originally in PME is Lagrange interpolation.294 PME calculates the
force analytically differentiating the energies and thus reducing memory require-
ments drastically. It has been argued that PME is capable of achieving higher
accuracy with relatively low increase in computational cost.294

In this method, the Ewald parameter α is chosen large enough so as to reduce the
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complexity of direct sum from O(N2) to O(N). Similarly, the reciprocal sum is
computed using 3D-FFT and is given by:

Erecipro =
1

2πV ∑
m 6=0

exp(−πm/α)2

m2 S(m)S(−m), (3.28)

where S(m) represents the structure factor and can be approximated by:

S(m) = ∑
k1,k2,k3

Q(k1, k2, k3)exp(2πi)
(

m1k1

K1
+

m2k2

K2
+

m3k3

K3

)
(3.29)

In equation 3.29, the Q matrix is a three dimensional matrix that is obtained by
interpolating the point charges to a uniform grid of dimensions K1 × K2 × K3 that
fills the simulation cell.
However, there exists an enhanced PME method known as Smooth Particle Mesh
Ewald (SPME)88 that uses B-spline interpolation function for the charge interpola-
tions to the grid, which is smoother and allows higher accuracy by simply increas-
ing the order of interpolation function. The smoothness of B-spline interpolation
function allows the force to be calculated smoothly by differentiating the real and
reciprocal energy equations rather than using finite differentiation techniques.

3.1.5 Thermostats

At a particular point during MD simulations, the temperature of the particles is
related to their kinetic energy through their momenta as follows:23,119

N

∑
i=1

|p2|
2m

=
kbT

2
(3N − Nc) (3.30)

where Nc is the number of constraints and so 3N − Nc = Nd f is the total number
of degrees of freedom. The average temperature (T) is identical to the macro-
scopic temperature. Although the standard MD simulation is performed in NVE
ensemble, it is not applicable to all cases, as there are very few cases in the nature
whose conditions correspond to this ensemble. Hence, most of the experiments
are performed in NVT or canonical ensemble, which is performed at a constant
temperature. A thermostat is required to guarantee constant temperature in MD
simulations.

When a thermostat is used to control the temperature of the system, conceptu-
ally, the system (or some part of the system) is connected to a fictitious heat bath
to maintain the target temperature as an time-average of instantaneous kinetic en-
ergy of the coupled degree of freedom.142 This is achieved by altering Newton’s
equations of motion during the simulations so that the kinetic energy is steered
toward its target. The total energy generated in a thermostatted system should
follow the Boltzmann distribution for that system and generate kinetic energy
consistent to Maxwell-Boltzmann distribution maintaining the erogodicity of the
system.96

In simulations where the correct representation of transport properties are impor-
tant, then the thermostat should maintain the correct kinetic energy distributions
and operate in such a way that alters minimally the Newtonian dynamics.18 Ther-
mostats can be divided into two major groups depending upon the algorithms
used to control the temperature:69
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i) The first group consists of velocity rescaling thermostats like Berendsen25 and
Nose-Hoover.133,218 The velocities of the particles are rescaled at regular intervals
to bring the average temperature back towards the target value. This can be done
by directly scaling the velocity of every particle individually, or more commonly
by rescaling them together by a common factor such that the target temperature
is automatically achieved.
ii) In the second group of thermostats, the velocites of the particles are randomised
rather than being scaled. Typical example of this group include Anderson9 and
Langevin thermostats282,305.

It has been suggested that the Berendsen’s thermostat adequately reproduces
the dynamic properties of liquid water during MD simulations as compared to
other thermostats.18 For most of the simulations in this project, Berendsen ther-
mostat will be used, as it guarantees an efficient temperature relaxation during
the equilibration of molecules.

Berendsen thermostat

In this type of thermostat,18,25 the system is maintained at a constant temperature
by coupling it to an external heat bath with a fixed temperature T0. The velocities
are scaled at each step, such that the rate of change of temperature is proportional
to the difference in temperature as shown below:

dT
dt

=
1
τ
(T0 − T(t)) (3.31)

where τ is a coupling parameter whose value determines how tight the system is
coupled to the bath. Berendsen theromostat provides an exponential decay of the
temperature to the desired temperature. The temperature decay at successive step
is given by:

∆T =
δt
τ
(T0 − T(t)) (3.32)

The scaling factor for the velocity is given by:

λ2 = 1 +
δt
τ

[
T0

T(t− δt
2 )

]
(3.33)

In the above equation, τ is used as an empirical parameter to adjust the strength
of the coupling and special care should be taken to specify its value211 in order to
correctly predict the dynamic properties of water. In the limit τ → ∞ the Berend-
sen thermostat becomes inactive and the system approaches microcanonical en-
semble which implies temperature fluctuations until they reach the appropriate
value of a microcanonical ensemble182. However, they will never reach the ap-
propriate value for a canonical ensemble. On the other hand, too small values of
τ will cause unrealistically low temperature fluctuations.142 If τ is set to be equal
the timestep (δt), the Berendsen thermostat reproduces the simple velocity scaling
with no temperature fluctutation and hence diverges from the reality38. Values of
τ ∼= 0.1ps are typically used in MD simulations of condensed-phase systems.
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3.1.6 Periodic Boundary Condition(PBC)

The foremost item to consider during the simulation is overall shape of the sys-
tem and the boundary conditions applied to it, as long range interactions highly
depend on these configurations.7,13,96 We generally tend to consider systems with
size larger than we can afford to simulate with the present available computa-
tional power. The simplest and most used conditions during MD simulations are
periodic boundary conditions, where the system is exactly replicated in three di-
mension, thus providing periodic lattice consisting of unit cells.21 This choice of
boundary conditions eliminates the surfaces and is one of the most popular choice
of boundary conditions which is used to simulate a small part of a large system.23

The basic concept of the periodic boundary conditions can be interpreted by fig-
ure 3.4. All atoms in the computational cell are replicated throughout the space to

FIGURE 3.4: A conceptual representation of periodic boundary condition. Source:
Berendsen et al.23

form an infinite lattice. That is, if atoms in the computational cell have positions
ri, the periodic boundary condition also produces mirror images of the atoms at
positions defined as:

rimage
i = ri + la + mb + nc (3.34)

where, where a, b, c are vectors that correspond to the edges of the box; l, m, n are
any integers from −∞ to ∞. Each particle in the computational box is interacting
not only with other particles in the computational box, but also with their images
in the adjacent boxes and the choice of the position of the original box has no effect
on forces or behavior of the system.
Although PBC eliminates the influence of artificial boundaries like vaccum space
condition or reflecting walls, it adds the additional artifact of periodicity. In gen-
eral, PBC has the following limitations:23

i) PBCs suppress all motions in neighboring unit cells that are different from the
motions in the central cell.23

ii)The size of the computational cell should be larger than 2rc , where rc is the cut-
off distance of the interaction potential. In this case any atom i interacts with only
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one image of any atom j. And it does not interact with its own image.
iii)The characteristic size of any structural feature in the system of interest or the
characteristic length-scale of any important effect should be smaller than the size
of the computational cell.

3.1.7 Initial Configuration

The integration of Newton’s equation requires initial information about positions
and velocities of the particles, hence they should be defined before launching a
simulation at t = 0, and the same is called initial con f iguration of the system.
The best selection of the initial configuration is that of near equibrium conditions
as it saves computational time.175 A standard lattice structure is selected to rep-
resent homogenous liquids that posses large number of the identical molecules.
However, in absence of experimental structure, the initial configuration is selected
among the most used lattice structure like face-centered cubic (fcc), etc. It is im-
portant to determine the type of simulation to be performed and the kinds of
properties to be evaluated to include the minimum number of particles and their
initial positions to optimize the simulation and the results.

3.1.8 Constraint methodologies

The time step in MD simulations are chosen in such a way that no atoms moves
more than a small distance ∆r over which the forces on the atoms do not change
significantly. It is very common in MD simulations not to represent intramolecular
bonds through some bonding potential due to their high vibrational frequency of
these bonds which limits the time step applied to integrate the equations of motion
during the simulations. Hence, in many cases it is suitable to impose certain re-
strictions on the motion of particles maintaining a particular equilibrium distance
between them.7 It is generally done by imposing algebric constraints that removes
the associated rapid vibrational modes, enabling the use of longer timesteps with-
out substantially altering important physical characteristics of the motion. The
most used contraints for small molecules in MD simulations are SHAKE257, RAT-
TLE10 which is a velocity version of SHAKE algorithm and LINCS.128

SHAKE is simple and numerically stable because it resets all constraints within a
prescribed tolerance. It has been shown that, when the iteration is carried to con-
vergence, SHAKE in combination with Verlet algorithm is symplectic and time re-
versible.181 In all of the simulations executed during this thesis, SHAKE algorithm
shall be implemented to restrict the water structure unless specified otherwise.
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Chapter 4

Effect of the meniscus contact
angle during early regimes of
spontaneous imbibition in
nanochannels

Parts of this chapter have been published in: Effect of the meniscus contact angle
during early regimes of spontaneous imbibition in nanochannels (N. K. Karna, E.
Oyarzua, J. H. Walther and H. A. Zambrano, Phys. Chem. Chem. Phys., 2016, 18,
31997–32001.)

4.1 Outline

Nanoscale capillarity has been extensively investigated, nevertheless many fun-
damental questions remain open. In spontaneous imbibition, the classical Lucas-
Washburn equation predicts a singularity as the fluid enters the channel consist-
ing in an anomalous infinite velocity of the capillary meniscus. The Bosanquet’s
equation overcomes this problem by taking into account fluid inertia predicting
an initial imbibition regime with constant velocity. Nevertheless, the initial con-
stant velocity as predicted by Bosanquet’s equation is much greater than those
observed experimentally. In the present study, large scale atomistic simulations
are conducted to investigate capillary imbibition of water in slit silica nanochan-
nels with heights between 4 and 18 nm. We find that the meniscus contact angle
remains constant during the inertial regime and its value depends upon the height
of the channel. We also find that the meniscus velocity computed at the channel
entrance is related to the particular value of the meniscus contact angle. Moreover,
during the subsequent visco-inertial regime, as the influence of viscosity increases,
the meniscus contact angle is found to be time dependent for all the channels un-
der study. Furthermore, we propose an expression for the time evolution of the
dynamic contact angle in nanochannels which, when incorporated in Bosanquet’s
equation, satisfactorily explains the initial capillary rise.

4.2 Introduction

Advances in micro- and nanofabrication techniques provide the ability to de-
velop a variety of structures with well-defined features. Promissory integration
of micro- and nanofluidic structures into complex nanofluidic systems such as
nano-Lab On a Chip (LOC) and nanosensor devices, requires a comprehensive
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understanding of the driving mechanisms for fluid transport in nanoconfinement.
Due to large surface to volume ratio inherent to nanofluidics, the influence of sur-
face effects and interfacial liquid dynamics presents fundamental challenges to
the application of macroscopic theories of capillary flow in nanoconfinement. In-
deed, in the topic of capillarity, the classical Lucas-Washburn (LW) equation319,
which is derived assuming a single force balance between viscous friction and
capillary pressure, has proved adequate for describing the uptake of viscous fluids
in relatively large capillaries and porous solid materials168. Nevertheless, the LW
equation fails to describe the initial stage of liquid penetration66,97,223. The main
drawback of the LW equation is the prediction of a singularity at the liquid uptake
which has been attributed to not taking inertia into consideration179,244,245,267.
Bosanquet’s equation, which is equivalent to Washburn’s equation for long filling
times35, describes the imbibition kinetics taking inertia effect into account there-
fore overcoming the singularity present in the LW equation. Recently, it has been
shown that the imbibition kinetics is divided into three main flow regimes97,223.
An initial stage, the inertial or inviscid regime, where the capillary force is bal-
anced only by the inertial drag and characterized by a plug flow velocity profile.
Thereafter, a regime, in which, the force balance has contributions from both iner-
tia and viscous friction. Subsequently, a regime wherein viscous forces dominate
the capillary force balance97,168,223.
It is noteworthy that during the inviscid flow regime, the Bosanquet solution pre-
dicts a constant velocity66,97,168,223 therefore, in a non-accelerating imbibing fluid
the capillary force must be exactly balanced by fluid inertia. It seems contradic-
tory to the usually assumed immediate and continuous variation of the meniscus
contact angle right from the channel entrance101,202,279 as, continuously increasing
capillary force due to Laplace pressure cannot exactly balance the inertial force
induced by the fluid inertia35,66,168,223,250. Therefore, it implies that all the other
factors during the capillary imbibition kept constant, there should exist a menis-
cus with constant contact angle during the inertial regime. Furthermore, it has
been found that the initial constant velocity is lower than that predicted by Bosan-
quet’s equation48,168,223,250.
In this study, we address this problem by performing large scale molecular dy-
namics simulations of the initial imbibition of nano-confined water into silica
channels. We report the time evolution of the capillary front and meniscus contact
angle during the capillary filling of nanochannels with heights ranging from 4 to
18 nm. Providing an atomistic description of the capillary filling process in its ear-
liest time stage and during the subsequent transition towards a fully developed
flow regime, our study allows a complete characterization of the kinetics of liquid
imbibition in nanochannels which explains the initial meniscus formation and its
relation to the constant velocity during the inertial regime.
Bosanquet’s equation: Bosanquet’s solution of capillary imbibition for infinite
rectangular capillary, takes the form of equation (5.6)223.

l(t)2 =
2A2

I
B

[t− 1
B
(1− exp(−Bt))] (4.1)

AI and B in the above equation are given by

AI =

√(
2γ cos θ

ρH

)
(4.2)
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B =
12µ

ρH2 (4.3)

where, AI corresponds to the initial velocity just at the entrance. The equilibrium
contact angle in this equation is assumed to be attained instantaneously which is
contrary to more recent studies36,63,81,82,149,265,267. Hence, it is important to account
for dynamic contact angle (DCA) in Bosanquet’s equation to adequately explain
the capillary rise. We propose that DCA, which can only be seen after the inertial
regime, can be modeled by equation (4.4) and (4.5).

cosθd = cosθi for t ≤ ti (4.4)

cosθd = cosθe

(
1− exp

(
− t

τ

))
for t > ti (4.5)

In the above equation, τ should be proportional to characteristic time for fully
developed flow and is given by equation (4.6)20, ti refers to the time during which
the inertial regime persists and θi is the initial contact angle made by the liquid
with the nanocapillary walls.

τ = K1

(
H2ρ

µ

)
(4.6)

We consider this correlation after the inertial regime as viscous force starts playing
a significant role and inertia becomes negligible.
Inertial regime: Inertial regime refers to the "inviscid regime" and is characterized
by constant velocity (Uo), where the filling is driven by a balance between the
inertial force and capillary forces, which results in,

Uo ∼

√(
γ

ρH

)
(4.7)

Assuming l ∼ H, during the inertial regime and taking into account Uo = l/ti,
we obtain,

ti = K2

√(
H3ρ

γ

)
(4.8)

where, K2 is the proportionality constant.

FIGURE 4.1: A snapshot of the capillary filling for a 6nm silica nanochannel. Source: Own
elaboration.
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FIGURE 4.2: Nanocapillary imbibition length as a function of time for different height
of capillaries.The black dots represent the imbibition length as a function of time. The
straight yellow dashed lines are visual guides to indicate the l(t) = AI t, which also il-
lustrate estimated times of inertial regime. The solid lines depict the fits of modified
Bosanquet’s equation to the experimental data. The colored dotted lines are visual guide

lines to indicate the original Bosanquet’s equation. Source: Own elaboration.

4.3 Simulation details

To study the validity of these models and investigate the initial imbibition in sil-
ica nanochannels we conduct a series of MD simulations using the MD package
FASTTUBE223,316,324,343,344. The potential parameters used in the present study
have been calibrated in our previous study343 wherein the silica-water interaction
potential was calibrated using as criterion the water contact angle reported by
Thamdrup et al.290. Water is described using a modified version184 of the simple
point charge SPC/E model24 and silica by the TTAMm model developed by Guis-
sani and Guillot114. For further details of the potentials used, we refer the reader
to Zambrano et al.343 and Oyarzua et al.223. The interaction potentials used for
this study is tabulated in SI.A.1. Periodic boundary condition (PBC) has been
applied to all the simulations in this study.

Rectangular nanochannels of different heights (4,6,10,14,18 nm) were built by
amorphous silica slabs (Fig. 4.1). For the details of slab construction, an anneal-
ing procedure is implemented139,343, wherein the two silica slabs are coupled to a
Berendsen heat bath with a time constant of 0.1 ps. The cristobalite is heated to
3000 K keeping the temperature constant during 10 ps, and subsequently, quench-
ing the system from 3000 K to 300 K by imposing a cooling rate of 70 K ps1 until
the equilibrium state is reached. In the simulations, the equilibration of water is
performed first in NVT ensemble at 300 K using a time step of 2 fs, coupled to a
Berendsen heat bath24 during 1 ns; then, the thermostat is disconnected and the
simulations are conducted in the microcanonical ensemble (NVE) for the next 1 ns
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until the system is relaxed and the dynamic properties of water are attained. Sub-
sequently, the water slab is released from the rest to move spontaneously towards
the silica channels. The number of water molecules used in each simulations de-
pends upon the height of the channel and is listed in Table 4.1. The nanocapillary
imbibition simulations are performed in microcanonical ensemble to avoid the
perturbations induced by the application of thermostat in the motion of liquid
particles and hence, their effect in hydrodynamics.
Other properties that influence the nanocapillary imbibitions are: surface tension
of the vapor-liquid interface and viscosity of the fluid. In this study, we calcu-
late the viscosity and surface tension of water for SPC/E water molecules using
Stokes-Einstein relation and stress-tensor calculation method respectively. For de-
tails of viscosity and surface tension calculations, readers are referred to SI.A.2.
The viscosity of water at 300 K is calculated to be 72.6 mPas while the surface ten-
sion of the water-vaccum interface is calculated to 62.8 respectively. These values
are inline with those determined in other studies127,306,352.

TABLE 4.1: Configurational details of water imbibition in silica nanochannels. H is the
channel height, channel length was kept constant to 31.6 nm in all the cases

Case No. H(nm) No of H2O molecules
1 4 18000
2 6 22000
3 10 32000
4 14 52000
5 18 56000

Source: Own elaboration

4.4 Results and Discussions

The initial velocity and the inertial time (ti) for each simulation were estimated
from the atomic trajectories. Subsequently, the value of τ in equation 4.6 was ap-
proximated such that the dynamic contact angles predicted by equations (4.4) and
(4.5) fitted those obtained from the simulation results. Then, the values of K2, as
indicated in equation (4.8) was calculated using the values of ti estimated from
the simulation results. The contact angle at time ti was obtained as an average
value of angles determined from snapshots taken each 2 ps270 during the iner-
tial regime from three different simulations using exactly the same protocol and
parameters. The velocity at inertial regime was estimated from the slope of the
filling kinetics during the inertial regime and compared with those calculated us-
ing equation (5.8) for each channel. Instantaneous position of advancing capillary
front is tracked along the direction perpendicular to the flow of water to find the
penetration length of water. An example of the meniscus is shown in Fig. 4.1. In
Fig. 4.2, we plot the temporal evolution of the imbibition length as a function of
time for all the channels under study. The time evolution of penetration lengths
during early time periods, as displayed in the figures, is linear which indicates
a capillary flow with constant velocity thus, confirming the existence of inertial
regime as predicted by Bosanquet35,168,223. It can be observed that the inertial
regime is more prominent in channels of greater height. Duration of inertial time
(ti) for all the cases were directly calculated from the simulation data. The slope
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of the plot of inertial time against
√

H3ρ/γ , gives an estimated value of K1, men-
tioned in equation (4.8), and is approximately found to be 1 (Fig. 4.4). Hence, the
inertial time is given by equation (4.9)

ti =

√(
H3ρ

γ

)
(4.9)

Ca =
µv
γ

(4.10)

As mentioned earlier, the velocity during the inertial regime remains constant (cf.
Fig. 4.2) which implies that the dynamic contact angle observed during this regime
remains constant (cf. Fig. 4.3) which is consistent with the hydrodynamic models
of contact angle development63,149,312, that relates DCA with capillary number
(ca. equation 4.10),200 and constant velocity during the inertial regime predicted
by Bosanquet’s equation35. In other words, the DCA remains constant during the
inertial regime when the velocity is constant and gradually lowers with low veloc-
ity when viscous losses in the bulk become significant till it apparently attains the
equilibrium value. A constant contact angle during the inertial regimes implies
that this angle should be achieved right at the channel entrance when the liquid
comes in contact with the upper and lower solid walls. For a channel with con-
stant height, the imbibition velocity depends only on the contact angle made by
fluid with the walls244. It has been shown by Oyarzua et al.223 that the initial ve-
locity decreases with channel height, as seen in table 4.2, the contact angle which
determines the velocity during inertial regime244, should increase with channel
height. This has been confirmed in the present study and can be seen in Fig. 4.3.
It leads to an interesting conclusion that the initial angle made by water at the
channel entrance is different to 90◦ and depends on the height and material of the
channel194. It also concludes that during inertial filling, capillary force is balanced
by inertial force as predicted by Bosanquet. From the simulation data, we find
that the product of cosine of the initial contact angle made by the fluid with the
nanochannel walls and the height of the channel remains constant for imbibition
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of water in hydrophilica silica nanochannels and is given by

Hcosθi = C (4.11)

where, C is a constant and most probably depends upon the interaction of fluid
and wall at the entrance and the pre-imbibition conditions168,194,287. For the silica-
water system, this constant is approximately equal to 0.67 (Fig. 4.4). This also
explains the low velocity observed during the capillary filling which cannot be
explained by the original Bosanquet’s equation. Hence, we propose that the effec-
tive Bosanquet’s velocity is given by equation (4.12)

A =

√(
2γcosθi

ρH

)
(4.12)

where, θi is the initial contact angle made by liquid surface with the nanochan-
nel walls. The above equation satisfactorily explains the observed and predicted
velocity during the inertial regime as can be seen in table 4.2. The initial con-
stant angle determined by equation (4.11) remains constant for time ti that can be
predicted by equation (4.9) after which dynamic contact angle is observed and is
described by equation (5.9). The values of τ mentioned in this equation can be
estimated by equation (4.13), substituting the average value of K1 from fig (4.4).

τ = 2.132
(

H2ρ

µ

)
(4.13)

Similar results has been observed by Fries97 for cylindrical channels when the
capillary filling is determined by the balance between the viscous and capillary
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TABLE 4.2: Values of parameters during initial rise. Ev is the estimated value of velocity
using the modified Bosanquet’s equation, similarly, Cv is the calculated velocity. ti is the

inertial time period while, τ is the adjusting parameter given by equation 4.6.

H(nm) Ev(nm/ns) Cv(nm/ns) ti(ns) τ(ns)
4 76 77.5 0.025 0.047
6 56 54 0.047 0.105
10 33 35 0.11 0.29
14 23 25 0.19 0.57
18 18 20 0.28 0.95

Source: Own elaboration

forces. This time (t f ) as determined by Fries97 is given by:

t f = 2.1151
(

H2ρ

µ

)
(4.14)

The constant angle observed during the inertial regime and good approximation
of initial velocity obtained from the simulations and those calculated by modi-
fied Bosanquet’s equation confirm that the predominant force during the inertial
regime are inertial and capillary forces and other forces are not relevant during the
initial filling, contrary to the predictions made by other researchers11,120,349. It can
be observed that Bosanquet’s equation modified by including a dynamic contact
angle satisfactorily describes the initial regimes of capillary imbibition (Fig. 4.2).
In table 4.2, Ev refers to the estimated velocity using equation 4.12 and Cv refers

to the calculated velocity from the simulation data.

4.5 Conclusions

In summary, the present study revealed that the velocity and contact angle remain
constant during the initial time of nanocapillary imbibition, thus confirming the
predictions by Bosanquet that the predominant forces during the inertial regime
are inertial and capillary forces. We find that dynamic contact angle is observed
after inertial regime when viscous dissipation becomes more prominent. The dy-
namic contact angle is found to be height and time dependent for the channels
under study. The incorporation of the proposed time dependent relation for DCA
in Bosanquet’s equation successfully predicts the initial filling kinetics of silica-
water system as well as the initial velocity at the entrance. Initial contact angles
different from 90 ◦ have been observed for all the channels which establishes that,
for a given system, initial contact angle depends on the height of the channel.
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Chapter 5

Capillary imbibition of electrolyte
solutions in hydrophilic silica
nanochannels at point of zero
charge

Parts of this chapter are included in the manuscript under preparation: Nabin
Kumar Karna, Jens H. Walther and Harvey A Zambrano. Capillary imbibition of
electrolyte solutions in hydrophilic silica nanochannels at point of zero charge.

5.1 Outline

Water is a polar fluid which responds to the strong electric field around the ions
dissolved in it. This particular behavior results in modified ordering of water
molecules around the ions compared to pure water. Although most of the studies
involving flow of electrolyte solution at nanoscale deal with the effect of net sur-
face charge, the understanding of the physics behind the flow requires the knowl-
edge of hydration effects of dissolved ions, as it may significantly affect the dy-
namic properties of water, not only due to nanoconfinement but also due to the
specific ionic species present in the solution.
The main goal of this study is to elucidate the effect of the respective hydration
shell of dilute ions during nanocapillary imbibition. The presence of a net sur-
face charge on the channel walls during the imbibition process may conceal the
influence of the hydration of ions and their concentration on the hydrodynamics
of the electrolyte solution. Therefore, in the present work, we study nanocapillary
imbibition of dilute solutions of electrolytes in water at the point of zero charge
(PZC) of the channel walls. In this work, we employ series of molecular dynamics
simulations to study the imbibition of different concentrations of mono and mul-
tivalent cations in amorphous silica nanoslit channels. Our results suggest that
the capillary filling of electrolyte solutions inside hydrophilic silica nanochannels
is governed by an enhanced viscosity as the result of electroviscous effect that
depends directly upon the type, valency and concentration of cations.

5.2 Introduction

The development of promising technologies such as nanoscale lab-on-a-chip de-
vices118 and nanoarrays platforms for biological analysis,236 is directly related
to recent advances and rapid sophistication of the nanofabrication techniques.29
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Nevertheless, the success of lab-on-a-chip designs is subjected to the possibility
of efficient handling of tiny amounts of aqueous-electrolyte solutions through
nanoconduits209 among other factors. A comprehensive understanding of fluid
dynamics of electrolyte solutions at nanoconfinement is required to meet these
demanding challenges. For instance, nanocapillarity, an essential transport mech-
anism in nanofluidic devices which plays a key role in a broad variety of bio-
logical276,311 and technological processes,105,238,308 has been a subject of extensive
study for years now, however, a fundamental understanding of the physics gov-
erning early stages of liquid imbibition remains challenging.159,244,286 In nanocap-
illarity, a balance between the pressure difference across the curved advancing
capillary front and a drag with variable contributions from inertia and viscos-
ity governs the filling.35,223,279 The inertial effects becomes negligible as the fill-
ing length becomes sufficiently large.35,223,319 Consequently, as the characteris-
tic inviscid time is elapsed, capillary force is gradually dominated by viscous
losses. Aqueous electrolyte solutions are present in many nanofluidic applica-
tions.148,289,320 The design and characterization of silica nanochannel-based de-
vices and sensors require understanding of silica-electolyte interfacial dynamics
and the nanoconfinement effects on the transport properties of hydrated ions.77,154,309

Furthermore, it has been found that depending on the ionic valency, the strong
electric field surrounding ions dissolved in polar fluids influences the fluid viscos-
ity and diffusion163 by altering the structure of water molecules around the ions.
As the transport carriers in most of the nanofluidic devices are electrolyte solu-
tions,99,125,186,320 it becomes important to study the influence of the type and the
concentration of ions in the flows under nanoconfinement. Ions, in general, can
be classified as kosmotrope or chaotrope, respectively, depending upon their abil-
ity to order (structure makers) or disorder (structure breakers) the water structure
(hydrogen bond network) in the solution.201 For instance, K+ and Cl− ions are
known to disrupt the hydrogen bonding network in water, and hence are classi-
fied as chaotropes,135 while ions like Li+, Na+, Mg2+, Ca2+ and Al3+ are classified
as kosmotropes as they are known to increase the ordering of hydrogen bridges
in water.26,201,261

The main forces that determine the dynamics of solution containing ions in nanocon-
finement are van der Waals and Coulombic forces. The behavior of Coulombic
force may depend on the type of electrolyte, concentration or the pH of the so-
lution.15 Solid surfaces in contact with electrolyte solutions develop a net surface
charge, depending upon the type of ions and pH of the solution,192 which may
conceal the hydrodynamic effects exerted by the presence of ions and their partic-
ular concentrations during capillary flow processes.15,154 In this work, we aim to
study the effect of the hydration of ions on the nanocapillary imbibition of elec-
trolyte solutions in hydrophilic silica channels. At the point of zero charge (PZC),
the net surface charge density of the wall becomes zero. Hence, in order to ex-
clude the effects of the net surface charge on the dynamics of filling kinetics, it
becomes imperative to study the capillary imbibition of electrolyte solutions at
PZC of the channel walls. Moreover at PZC, the partial charges on the individual
surface atoms are not screened that might reveal the long range effects of these
atoms which may have significant effect on the static and dynamic properties.154

To this end, we perform a systematic study of the influence of cations on the cap-
illary imbibition of dilute electrolyte solutions in silica nanochannels at the PZC
using molecular dynamics simulations. In our simulations, the nanochannels con-
sist of neutral silica walls and electrolyte solutions of mono and multivalent ions
with concentrations ranging from 0-1 molar. From the MD trajectories, we extract
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the evolution of the advancing meniscus position in the channels for different
concentrations and types of electrolyte solutions. Furthermore, we determine the
wettability, viscosity and surface tension of the imbibing solutions and analyze
the influence of the ionic charge density on the fluidity of water in nanocapillary
imbibition.

5.3 Simulation methods

We study capillary filling of electrolyte-aqueous solutions of 7 different types of
salts at 5 different concentrations in a 6 nm high amorphous silica channel. The
types and concentration of the salts used in this study are listed in table 5.1.

TABLE 5.1: Salts and their concentrations used to study the nanocapillary imbibition in
hydrophilic silica nanochannel.

Salts Concentration
LiCl 0.2 0.4 0.6 0.8 1.0
NaCl 0.2 0.4 0.6 0.8 1.0
KCl 0.2 0.4 0.6 0.8 1.0
MgCl2 0.2 0.4 0.6 0.8 1.0
CaCl2 0.2 0.4 0.6 0.8 1.0
BaCl2 0.2 0.4 0.6 0.8 1.0
AlCl3 0.2 0.4 0.6 0.8 1.0
Source: Own elaboration

To elucidate the effect of dissolved multivalent electrolytes in water on capil-
lary imbibition in a hydrophilic silica channel, we construct an amorphous silica
slit nanochannel as shown in figure 5.1. For the slab construction and amorphiza-

FIGURE 5.1: A snapshot of the capillary filling for 6-nm silica nanochannel. In the above
figure, H refers to the height of the channel while l(t) is the time dependent filling length.

Source: Own elaboration.

tion protocol of silica walls, we refer the readers to our previous studies.159,223,342,343

Water is described using the simple point charge SPC/E model303 and silica by the
TTAMm model developed by Guissani and Guillot.114 For heteronuclear interac-
tions without specified interaction parameters, we use Lorentz-Berthelot mixing
rule (see SI B.3).7,33 The individual parameters used for the interaction of ions in
the system is listed in table 5.2.
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TABLE 5.2: Interaction parameters for the electrolytes used in the study. (Si- Silicon, O -
Oxygen, Li - Lithium, Na - Sodium, K - Potassium, Mg - Magnesium, Ca - Calcium, Ba -

Barium, Al - Alumunium, Cl - Chloride ion)

a− b σab (nm) εab(kJ/mol) Reference
Li-Li 0.2343 0.0249 Pethes230

Li-Cl 0.3097 0.2353 Pethes230

Li-O 0.23300 0.6694 Pethes230

Li-Si 0.26505 0.60710 Pethes230

Na-Na 0.258 0.0617 Bonthius34

Cl-Cl 0.4401 0.4184 Aluru et al.154

Cl-O 0.3785 0.5216 Aluru et al.154

Cl-Si 0.3895 1.0118 Aluru et al.154

Na-O 0.2875 0.2003 Aluru et al.154

Na-Si 0.38861 0.2983 Zambrano et al.342

K-K 0.3334 0.4184 Aluru et al.154

K-Cl 0.3866 0.4184 Aluru et al.154

K-O 0.325 0.5216 Koheshan et al.167

K-Si 0.3359 1.0118 Aluru et al.154

Mg-Mg 0.1398 3.6610 Gavryushov106

Mg-Cl 0.2900 1.2376 Prakash et al.239

Mg-O 0.2282 1.5428 Prakash et al.239

Ca-Ca 0.2361 1.8810 Gavryushov106

Ca-Cl 0.3381 0.8871 Prakash et al.239

Ca-O 0.2764 1.1059 Prakash et al.239

Ba-Ba 0.3790 0.1970 Zhu et al.351

Ba-Cl 0.4096 0.2871 Zhu et al.351

Al-Al 0.14472 0.9054 Faro et al.92

ClLi-ClLi 0.3852 2.2240 Pethes230

Source: Own elaboration
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For further details of the potentials used for amorphization of silica slabs and
equilibration of water, we refer the readers to table SI B.2.223,343 The slab of water
with electrolytes of interest at particular concentration is equilibrated at NVT en-
semble using a Berendsen thermostat25 for 2 ns at 300 K, after which the system
is allowed to relax in NVE ensemble for the next 2 ns. Subsequently, the density
and the potential energy of the electrolyte solutions are measured to verify that
the system has attained equilibrium.

5.3.1 Water contact angle measurement

Imbibition rate of water into nanochannels is very sensible to the equilibrium con-
tact angles made by water droplets with the silica walls as the latter determine
wetting of the capillary walls and hence, the capillary force responsible for driving
the process. To study the effect of ion-type and ionic concentration on the water
contact angle (WCA) of electrolyte solutions on hydrophilic amorphous silica slab
at PZC, we perform MD simulations of a cylindrical water drop consisting of 3000
water molecules and ions according to the required concentration, on a silica slab
of size 37.92 nm x 2.584 nm x 3.5 nm in vacuum. We adopt the same methodology
as described in the previous section for the amorphization of the silica slab and
equilibrium of water molecules.
After equilibration of water molecules, the drop is placed at a distance of 0.5 nm
to the silica-wall and allowed to spread spontaneously on the silica slab with zero
net charge, under NVE ensemble for 2 ns. Posterior to this, WCA is measured as
the average values of snapshots taken every 50 time steps during the last 0.5 ns.270

A snapshot of contact angle measurement is shown in figure 5.2.

FIGURE 5.2: A snapshot of the contact angle measurement on a hydrophilic silica slab.
Source: Own elaboration.

5.3.2 Imbibition of electrolyte solutions in capillary channel

To study the capillary imbibition of electrolyte solutions in silica nanochannels,
water slabs with particular concentration of ions are equilibrated at 5 nm from
the silica nanochannels at NVT ensemble for 2 ns with a Berendsen thermostat25

connected to the system. Subsequently, the water slabs are relaxed for 2 ns in
NVE ensemble which, not only establishes the equilibrium properties of water
with ions, but also guarantees a homogenous dispersion of ions in water. After
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equilibration, the positions of water and ion molecules are shifted and the water
slab with ions is placed at 0.5 nm from the hydrophilic silica nanochannels. The
slab with electrolytes is then released for the imbibition process to take place in the
NVE ensemble. In an attempt to extract the behavior of fluid containing dissolved
electrolytes, we simulate a system whose walls do not chemically interact with the
fluid or the ions present in it, and hence are electrically neutral. For details of wall-
ion interactions, the readers are referred to SI B.2. We keep the silica walls frozen
during the simulations of water equilibration and imbibition of water into the
channel. The temporal evolution of the position of water meniscus inside the silica
nanochannel during the imbibition is tracked. The initial velocity (ν0) and the
duration of inertial time (ti) for each simulation during nanocapillary imbibition
are estimated from the atomic trajectories.

5.3.3 Surface tension measurement

One of the most important properties of a fluid and the cause of capillary force
that drives the fluid into the capillary channels150,173,190,304 is interfacial free en-
ergy which can be translated into surface tension.116,145,248 Hence, it becomes im-
portant to study the effect of electrolyte solutions on surface tension of water to
predict its role in nanocapillary imbibition of these solutions. Surface tension
of pure water has been studied in previous studies and various authors have
sucessfully predicted values of the surface tension for different models of water
molecules.4,7,203,306 In this study, we calculate the surface tension of aqueous elec-
trolyte solutions using pressure tensor method. For details into surface tension
measurement we refer the readers to SI A.2.

5.3.4 Viscosity measurement

Viscosity is one of the key kinetic properties of fluids and computationally, one of
the most difficult properties to estimate. There have been many efforts of estima-
tion of viscosities of water and other fluids through molecular dynamic simula-
tions and other computational techniques.12,115,122,131,162,272,347,352 Although there
have been extensive experimental studies on the effect of ionic concentration on
the viscosity of electrolyte solution, atomistic simulations studies to delve into
the molecular details of the effect of ions on the viscosity of electrolyte solutions
remain scarce. We calculate the viscosity of all the solutions using the periodic
perturbation method, a non-equilibrium molecular dynamics technique proposed
by Gosling et al.110 and developed by Hess.127 As in our simulation of wetting
and nanocapillary filling, water molecules are described using the SPC/E water
molecule model, we use the same for our viscosity calculations. For further de-
tails into the periodic perturbation method, readers are referred to the study by
Hess127 and Sunda et al.283

In this study involving viscosity measurement, all simulations were carried out in
a cubic simulation box with a side of 5 nm. Adequate numbers of ions and wa-
ter molecules were inserted in the box to get the desired concentration and den-
sity of the electrolyte solutions. Temperatures of all the systems were controlled
by a Berendsen thermostat25 during equilibrium stages and then a Nose-Hoover
thermostat133,218 were used for the production simulations. The pressure during
the equilibrium stages of electrolyte solution were controlled using a Berendsen
barostat.25 Periodic boundary conditions (PBCs) were applied in all the three di-
rections of the simulation boxes.
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The systems were equilibrated for 5 ns at NVT and the outputs were then sub-
jected to NVE ensemble at 300 K to relax for 1 ns. We monitor the potential energy
and density during all the simulations to verify that the equilibrium is attained.
In order to calculate the viscosity of water, we run NEMD simulations for 10 ns.
The first 5 ns were dropped from the analysis and the viscosity was analysed over
the next 5 to 10 ns.

5.4 Results and Discussion

5.4.1 Nanocapillary imbibition of the electrolyte solutions
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FIGURE 5.3: Capillary filling of 1.0 molar electrolyte solutions in a 6nm wide hydrophilic
silica channel. Source: Own elaboration.

We constructed a 6 nm wide silica nanochannel and performed imbibition stud-
ies of various electrolyte solutions at five different concentrations (see table SI B.1).
The electrolyte solutions we use in our studies are relatively dilute, which guar-
antees Newtonian behavior during the filling process. In figure 5.3, we plot the
temporal evolution of meniscus of 1 molar solutions of all the electrolytes under
study. We observe that the initial velocities of the ionic solutions at the channel
entrance during the early stages of filling where fluid inertia is dominant over
the viscous forces (inertial regime) is approximately constant for a specific elec-
trolyte solution and is independent of the electrolyte concentration, however, it
differs among the species of ions within the range of concentrations under study.
We also observe that the filling rate of solutions containing structure breaker201

cation viz. K+ is higher in all the cases, as expected. For very dilute solutions, we
observe that the filling rate is concentration independent, however, at higher con-
centrations, the filling kinetics seems to be divided depending upon the type of
cations (see figures SI B.2 and B.4). For a specific ionic species, the filling rate dur-
ing the viscous regime, where the viscous force is dominant and determines the
filling kinetics, seems to be concentration dependent. However, the initial filling
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rates even for the different concentrations of the same cation remain appoximately
constant (see figures SI B.5,B.6,B.7,B.8).

In nanochannels with net charge on the walls, the filling kinetics is determined
by the complex interactions of charged walls with the ionic solutions and the de-
crease in filling rate can be attributed to the interplay of electrical and hydrody-
namic forces over interfacial scales.16 However, the slowing down of filling kinet-
ics in absence of net surface charge seems interesting and merits further investi-
gations.
To investigate further into the apparent cause of the slower filling rate with in-
creasing concentration of the electrolytes en the aqueous solutions, we compute
additional properties that influence the filling kinetics at nanoscale, viz. surface
tension, viscosity and equilibrium Young’s WCA .

Radial Distribution Function

Radial distribution function (RDF) is used to study the structure of liquids and
distribution of solvent molecules around a solute molecule. We calculate the radial
distribution functions of the ions used in this study, plots of which are shown in
figures 5.5-5.8. To calculate the RDF of the ions used in this study, we equilibrated
an anion-cation pair in a cubic slab of water containing 4000 molecules of water in
NVT ensemble at 300 K for 10 ns. Subsequently, the slab containing particular pair
of anion-cation pair was subjected to equilibrium in NVE ensemble for next 15 ns
after which, the production simulations to calculate the RDF were conducted in
NVE ensemble for 2 ns.

The comparison of characteristic values of the peaks and positions of all the
ions at 300 K to the values reported in the literature and experimental works are
tabulated in table 5.3. We observe that the height of the peak along the groups of
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periodic table decreases which indicates that the hydration effects are more pro-
nounced in the ions with higher charge density among the same group.144,167 For
cations, the position of the peaks of RDFs of ions with respect to oxygen (g(r)OW)
is nearer than those compared to hydrogen (g(r)HW) that suggests the presence of
oxygen atoms nearer to the cations and hydrogen away from them and is a strong
indication of hydration effect for positively charged ions.

TABLE 5.3: Comparison of characteristic peak values and positions of the ions in water at
300 K.

gOW(rmax) rmax(nm) gOW(rmin) rmin(nm) Nc
Li+ MD (present work) 14.4 0.196 0.0 0.26 4.32

MD178 9.56 0.22 0.03 0.31 6.00
MD350 13.76 0.197 0.00 0.256 4.40
Experimental201 - 0.194 - 4.10

Na+ MD (present work) 7.39 0.245 0.14 0.32 5.33
MD178 7.00 0.245 0.22 0.350 6.60
MD350 8.11 0.237 0.08 0.306 5.20
Experimental201 - 0.234 - - 5.30

K+ MD (present work) 4.43 0.2827 0.50 0.36 6.42
MD178 5.64 0.270 0.35 0.365 8.00
MD350 4.02 0.286 0.45 0.369 6.10
Experimental201 - 0.265 - - 6.00

Mg+ MD (present work) 25.32 0.2 0.0 0.3 6.03
MD219 17.2 0.22 0.0 0.31 6.2
MD42 0.4 0.21 - - 6.0
Experimental201 - 0.209 - - 6.0

Ca+ MD (present work) 14.43 0.24 0.0 0.3 7.47
MD143 - 0.25 - - 7.6
MD74 - 0.237 - - 7.1
Experimental201 - 0.240 - - 7.0

Ba+ MD (present work) 10.62 0.28 0.0 0.35 8.3
MD275 - 0.28 - - 8.3
Experimental201 - 0.281 - - 8.1

Al+ MD (present work) 37.14 0.19 0.0 0.2 5.88
MD207 40.99 0.18 0.0 0.20 6.0
Experimental201 - 0.191 - - 6.0

Cl− MD (present work) 4.23 0.32 0.43 0.38 6.81
MD350 3.96 0.33 0.55 0.375 6.40
MD117 3.9 0.3275 - - 8.4
Experimental201 - 0.316 - - 7.0

Source: Own elaboration

The simulation results of RDFs presented in this study agree well with the
experimental results and other simulation studies.85,147,201,204,345 Small differences
in the peak position is be due to the difference in potential models used in this
and other studies.57,117,207,219,275

Coordination number is another characteristic variable to represent the struc-
ture of liquids. It is defined as

Nc = 4πρg

∫ r′

0
g(r)r2dr (5.1)
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TABLE 5.4: Total interaction energy (kJ/mol) between ion- water pair in the first solvation
shell at 300 K.

Li+ Na+ K+ Mg++ Ca++ Ba++ Al+++ Cl−

274.8 167.933 110.88 519.23 327.885 214.25 849.62 298.31
Source: Own elaboration

where, Nc is the coordination number, ρg the number density, g(r) the radius dis-
tribution function, r is the interparticle distance and r′ is the distance to the first
minimum. The results presented in table 5.3 suggest that the coordination num-
ber increases with the ionic size and decreases with ionic charge density. For the
ions of the same group in the periodic table, we observe that coordination number
increases with ionic radius since more water enters the first coordination shell.

The angular distribution function (PDF) of the water molecules in the first
shell of all the ions included in the present study is shown in 5.10. For cations
used in this work, the orientation of water molecules around the aluminium ion
is strongest whereas the weakest orientation occurs around potassium ion. The
values of cosine of the orientation angle present a maximum at 1, which indicates
the water molecules approaching the cation with the oxygen atom towards the
ion.

FIGURE 5.9: The angles considered to determine the orientation of the water molecules
around specific ions. Source: Own elaboration.

We also calculate the average interaction energy of the ion-water pair per mole
(cf. figure 5.11).

The higher ion-water interaction energy indicates higher stability of the solva-
tion shells and hence the reduced movement of water molecules around the ions
(see table 5.4). The interaction of the solvation shell with the bulk water deter-
mines the dynamic properties of the solution. This interaction may be determined
by the water dipole orientation around the ions and the average distance (d) be-
tween the hydrogen atoms of the first shell and the adjacent oxygen atoms of the
bulk (see table 5.5). We observe that d is smallest for Al3+ ion which suggests
that viscosity and surface tension of solutions containing AlCl3 to be the highest
among those studied in this work.
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TABLE 5.5: Distance (nm) between the hydrogen atoms of the first shell and the adjacent
oxygen molecules in the bulk at 300 K.

Li+ Na+ K+ Mg++ Ca++ Ba++ Al+++

0.152 0.146 0.144 0.147 0.1666 0.1525 0.131
Source: Own elaboration

5.4.2 Effects of ions on viscosity of electrolyte solution

The effect of ions on the electrolyte solution can be qualitatively predicted using
Hofmeister series and the concepts like kosmotropes (structure making ions) and
chaotropes (structure-breaking ions).201,334 The viscosity is determined mainly by
two types of quantities:135 the increase or decrease in ordering of water molecules
due to added electrolyte, and entropies of ion solvation. The viscosity (µ) of an
aqueous electrolyte solution typically has the following dependence on ion con-
centration (c):152

µ

µ0
= 1 + Ac1/2 + Bc.. (5.2)

where µ0 is the viscosity of pure water at the same temperature. A is a constant
independent of c; its corresponding term can be explained by Debye−Huckel the-
ory.138,208 The constant B, the Jones−Dole coefficient152 is the quantity that defines
the degree of water structuring around the ions. B is positive for kosmotropic ions
and negative for chaotropic ions.

It has been proposed that dynamic properties like viscosity can be understood
in terms of activation energy required to strip a water away from the first solvation
shell of an ion compared to that of another water molecule and is well described
by:134

∆Ei = Ei − E0 (5.3)

where, E0 is the energy required to separate two water molecules in the bulk and
Ei is the energy required to pull a water molecule from the first shell in an ion coor-
dination shell. A water molecule "binds" to a small ion more tightly than it binds
to a neighboring water molecule, resulting in a positive activation energy. The
effects of ions on water could be explained by a competition between ion-water
interactions that are dominated by charge density effects, and water-water inter-
actions, which are dominated by hydrogen bonding.60 In this part of the study,
we focus on the effect of ion types on the viscosity of the electrolyte solutions at
different concentration levels. The viscosity of an aqueous solution of a structure-
making ion, such as Na+, increases with increasing ionic concentration. However,
we observe two different tendencies for structure-breaking ion like K+. At a par-
ticular electrolyte concentration, the vicosity of the solution containing K+ ions is
lower than that compared to the solutions with structure-making ions. At quali-
tative level, this can be explained on the basis that structure-breaking ion should
disrupt hydrogen bonding and thus increase the mobility of water molecules, with
the opposite being true for the structure-making ions. However, we observe that
the viscosity of the solutions containing K+ ions increase with an increased con-
centration.
The presence of ions can have two compensatory effects on the dynamics of water
molecules. The ions can disrupt the hydrogen-bonding network but also interact
strongly with the water molecules.58 The balance between these two effects can
cause either an increase or a decrease in the water self-diffusion and viscosity. If
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the balance is subtle, the net effect can be temperature-dependent.163

The results presented in this study are inline with experimental results.46,112,147,152

The values of viscosity calculated using MD simulations are shown in table SI B.7.
We plot the scaled viscosity for the cases in this study in the figure 5.12. For the
plots of energy and number of hydrogen bonds, the readers are referred to the
figures SI B.15 and SI B.16 respectively. The values of the measured properties
are scaled with respect to the properties of pure water viz. viscosity, number of
hydrogen bonds and the potential energy at 298 K, as follows:

µs =
µ

µ0
; hbs =

hb
hb0

; PEs =
PE
PE0

(5.4)

where, µ represents viscosity, hb represents the number of hydrogen bonds and PE
represents the interaction energy. The subscritps s and 0 represents the scaled and
pure water properties, respectively. Figure 5.12 indicates that the viscosity effect
correlates with the charge density, that is, the viscosity of the electrolyte solution
increases with an increasing charge and decreasing size of the cation.60For a given
concentration of electrolyte, the viscosity of the solution containing chaotropic
cation, K+ in this case, is lower than that containing kosmotropic cation. As de-
scribed above, chaotropic cations disrupt hydrogen bonding and hence reduces
the bulk vicosity of the solution. We find that the number of hydrogen bonds
does not differ significantly in the electrolytic solutions containing the cations of
the same group in the periodic table at a given concentration43 (cf. figure SI B.16)
and there is an overall reduction of hydrogen bonds with increase in concentration
of electrolytes. We, however, observe notable differences in the values of viscosity
among the solutions containing cations of the same group at a specific concentra-
tion. This suggests that the dimension of the water clusters around the cations
cannot be correlated with the behavior of the viscosity. This finding is inline with
that reported by Corridoni et al.61 When an ion substitutes a water molecule in
the solution, it may push in or draw out its first neighboring water molecules, rel-
ative to their original position, depending on its size i.e. a steric effect. This local
change of the microscopic structure affects both the energy landscape experienced
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by neighboring water molecules and their local density. Hence, we focus on the
energy content of each system. We find that the total kinetic energy of all the sys-
tems in equilibrium at 300 K is approximately constant, while there are significant
differences in the potential energies between the systems in this study. Hence, the
change in viscosity induced by steric effects may be correlated to the change in
overall interaction energy of the system (cf. figure SI B.15).

5.4.3 Effect of ion on the surface tension of electrolyte solution

The calculated values of surface tensions of pure water and all the electrolyte so-
lutions in this study are shown in figure 5.13. We find that the surface tension
of pure water is 62.86 mN/m which is inline with other theoretical studies using
SPC/E water model.217,306
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FIGURE 5.13: Surface tensions of different electrolyte solutions at varied concentration
under study at 300 K. Source: Own elaboration.

Figures in SI B.17 show the water and ionic-number-density profiles for all
the ions used in this work at the concentration of 1 molL−1. All the ionic den-
sity profiles reach a plateau at the center of the film. We observed that the ions
are preferentially excluded from the vicinity of the water/vapor interface.157 We
observe that the cationic and anionic densities are different implying that there is
an exclusion related to the particular ion polarity at the vicinity of interface, with
chloride ions residing nearer to the interface (see SI B.17).156,229 We observe that
the ion exclusion at the interface depends upon the charge density of the cations
with higher exclusion observed in the case of system with aluminium ions. In a
different study, Jung-Wirth and Tobias156 used a polarizable-potential model for
a series of sodium halide salts and water and observed that the cationic and an-
ionic density profiles for NaCl at 1.2 M show some charge separation with the Cl−

ion residing closer to the interface. We do not observe a precise ion exclusion for
the cases with Li+, Na+ and K+ ions, while it can be observed for other cases, in-
dicating that it depends on the polarizing power of the cations. We are not able
to capture the ion exclusion effect at the interface in the cases with Li+, Na+ and
K+ ions due to the lack of polarizing potentials. We avoid using polarizable force
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fields due to its high computational cost which would restrict the use of large sys-
tem size and long simulation time required for the present study. Nevertheless,
results obtained in this study are inline with those obtained for monovalent ions
by Bhatt et al.27

We compute the total number of interfacial hydrogen bonds in the electroyte
solutions (see figure SI B.18) and observe that the total number decreases for
higher concentration and is inline with our previous finding (see figure SI B.16).
The missing interfacial hydrogen bonds give rise to a large positive enthalpy of
hydration and hence to a free energy change.
However, we do not observe a significant difference between the surface tensions
among the electrolyte systems which indicates that the surface tension is only
slightly effected by the type of cations.229

5.4.4 Effect of ion on equilibrium contact angles made by electrolyte
solutions on an amorphous hydrophilic silica slab

For a flat, rigid and chemically homogeneous surface, the contact angle can be
predicted by Young-Laplace equation 5.5 and is related to surface tension (γ).

cosθ =
γsv − γsl

γlv
(5.5)

where γsv, γsl , γlv is the surface tension between the solid and gas (vapor), solid
and liquid, and liquid and gas, respectively. In general, θ increases when γlv de-
creases; in other words, fluids with lower γlv easily wet the solid surface. In the
previous section, we calculated the surface tension of the electrolyte systems used
in this work and observed that the γlv of the systems do not change significantly
among the cations of the same group while, slight increase can be observed be-
tween those of different groups along the periodic table. This implies that, the
contact angles of the electrolyte solution on a hydrophilic silica slab should fol-
low the same trend as the change in liquid-vapor interfacial tensions. However,
other factors that determine the equilibrium water contact angle are the interac-
tion energy of the solid-liquid interface, which can be translated into the Gibbs
free energy of adhesion, and the intermolecular cohesive energy of the solution.

To this end, we calculated the water contact angles of all the electrolyte solu-
tions used in this study on a hydrophilic silica slab at PZC as shown in figure SI
5.14. The contact angle of pure water on the silica slab has been reproduced in
our previous study343 and found to be 19.6o. We observe a non-linear dependence
of equilibrium contact angles in relation to the concentration. The contact angles
increase with the concentration of the electrolyte solutions. In the previous sec-
tion, we have observed that the number of interfacial hydrogen bonds decreases
with the increase in electrolyte concentration of a solution (see figure SI B.18),
however, the total intermolecular potential energy of the system increases (see
figure SI B.15). In this regard, we calculate the interaction energies of the solution
(water-water, water-ion) and slab-solution to estimate the tendency of adhesive
and cohesive forces in the system (cf. figures 5.15 and 5.16).

We observe that both the solution-solution and solution-slab interaction ener-
gies increase with concentration, however, the increase in solution-solution inter-
action energy (cohesive energy) is higher than the increase in slab-solution adhe-
sion energy. Hence, it can be inferred that at PZC of the hydrophilic silica slab,
the increase in contact angle with increasing concentration of electrolyte solution
is dominated by the increase in cohesive energy of the system.
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5.4.5 Effect of ions on the nanocapillary imbibition of electrolyte solu-
tions into a hydrophilic silica channel

Having discussed the effect of electrolyte in the most relevant properties that de-
termine the capillary filling, we now analyze the nanocapillary imbibition of the
electrolyte solutions in a 6 nm wide hydrophilic silica channel. We observe that
filling rates are determined by the complex interplay between the wettability of
the solution, electro-viscosity and the surface tension effects, that in turn are af-
fected by the type of ions present in the solution and their particular concen-
tration. The observed filling rates of different electrolyte solutions suggest that
those containing structure breaking cations like K+ have higher filling rates as
compared to structure making cations, as the former tend to have lower viscosity
owing to the reduced ion-water interaction energy and higher disruption of hy-
drogen bonds (cf. figure 5.12). We also observe that the filling kinetics can be de-
scribed by the modified form of Bosanquet’s equation159, which is a force balance
equation where inertial and viscous forces acting on the fluid during the imbibi-
tion process are balanced by capillary force created due to Laplace’s pressure of
the curved meniscus. The fit of the modified Bosanquet’s equation to the capillary
filling of the electrolyte solutions indicates that the momentum and viscous effects
are predominant during the filling process.

The dashed lines in figure 5.17 compares the prediction of Bosanquet’s equa-
tion with those in simulation data and depict an initial constant velocity regime.
This regime, also termed as inertial regime, is characterised by constant filling
velocity during which viscous effects are negligible.159,223

In our previous study of nanocapillary filling of pure water ,159 we have showed
that the velocity of the fluid during inertial regime depends on the initial contact
angle made by the fluid with the channel entrance. In this study, we observe that,
for dilute solutions, the initial filling rates depends on the type of cation (valency
and size) and not on the particular concentration of the ions in the solution. How-
ever, the duration of the inertial regime i.e. inertial time depends both on the
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type and concentration of the cations. The simulation data are fitted to the mod-
ified159 Bosanquet’s equation where the original model developed by Bosanquet
(cf. equation 5.6)35 is modified to include the dynamic contact angle made by the
fluid meniscus with the channel walls (ca. equation 5.9).

l(t)2 =
2A2

I
B

[t− 1
B
(1− exp(−Bt))] (5.6)

A and B in the above equation are given by

A =

√(
2γcosθ

ρH

)
(5.7)

B =
12µ

ρH2 (5.8)

where, A corresponds to the initial velocity at the entrance.
The equilibrium contact angle in equation 5.6 is assumed to be attained instan-
taneously which is contrary to more recent studies.36,63,81,82,149,265,267 Hence, it is
important to account for dynamic contact angle (DCA) in Bosanquet’s equation
to adequately explain the capillary rise. In our previous study, we proposed that
the DCA, which can only be seen when the viscous force starts predominating
the inertial effects of the fluid during the imbibition, can be modeled by equation
(5.9).

cosθd =

{
cosθi for t ≤ ti
cosθe

(
1− exp

(
− t

τ

))
for t > ti

(5.9)
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In the above equation, τ is proportional to characteristic time for fully developed
flow and is given by equation 5.10,20 ti refers to the time during which the iner-
tial regime persists and θi is the initial contact angle made by the liquid with the
nanochannel walls while θe is the final equilibrium contact angle made by a drop
of solution on a solid surface.

τ = 2.132
(

H2ρ

µ

)
(5.10)

From the MD trajectories, we computed the filling velocity (calculated velocity in
table 5.6) and calculated the effective angle at the channel entrance as an average
of the angles made by electrolyte solutions with the upper and lower slab respec-
tively during the inertial regime. Theoretically, we estimated the fluid velocity at
the channel entrance using equation 5.11.

ν0 =

√(
2γcosθ0

ρH

)
(5.11)

where, ν0 is the initial velocity of the fluid at the channel entrance and θ0, the
initial angle made by the fluid with the channel walls at the entrance.

The similarity between the calculated values of initial velocities using equation
5.11 and those estimated from the atomic trajectories obtained from MD simula-
tions (see table 5.6) suggest that the overestimation of initial velocity in the original
Bosanquet’s equation during the inertial regime is due to the assumption that the
equilibrium contact angle is attained right at the channel entrance.223 The influ-
ence of ions in electrolyte solutions and their effect in the imbibition process merits
an explanation. We have showed that the viscosity and the surface tension of the
imbibing electrolyte solutions are affected both by the cation types and their con-
centration. Nevertheless, surface tension is only slightly affected by cations. The
excellent fit of the modified Bosanquet’s equation with the filling rates of the elec-
trolyte solutions extracted from the simulation data indicates that the interaction
of these solutions with the nanochannel wall at PZC does not significantly modify
the interfacial fluid-wall behavior within the range of concentrations under study.
This can be explained on the basis that the small number of ions and the short time
scale of nanocapillary imbibition in the present work makes the process of wall-
ion interaction stochastic and uncorrelated with the concentrations15 and hence,
makes the filling kinetics independent to the ion-wall interactions. However, the
fit of Bosanquet’s equation to the simulation data indicates that the filling kinetics
is governed by the enhanced viscosity due to the presence of ions in water.

5.5 Conclusions

In summary, we have presented a study on the effect of ions in the nanocapillary
imbibition in a hydrophilic silica nanochannel at PZC. The results suggest that
the filling kinetics in all the cases is altered by hydrodynamic forces enhanced by
the viscoelectric effects due to the presence of ions in the electrolyte solution. We
find that the presence of cations does not significantly affect the surface tension
while the viscosity depends both on the type and concentration of the cations in
the electrolyte solution. For a particular concentration, viscosity of the electrolyte
solution depends upon the type (structure maker or breaker) and charge density
of the cations present in the electrolyte solution. We also observe that the filling
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TABLE 5.6: Values of the important parameters during initial rise

Salt type Conc. E. vel(nm/ns) C. vel(nm/ns)
LiCl 0.2 57.5 53.3

0.4 57.5 49.9
0.6 62.5 63.9
0.8 62.5 58.4
1.0 62.5 65.1

NaCl 0.2 65.2 64.1
0.4 63.6 60.9
0.6 63.8 61.2
0.8 62.5 63.9
1.0 64.3 67.2

KCl 0.2 71.5 68.8
0.4 71.5 72.1
0.6 71.5 73.5
0.8 71.5 70.1
1.0 71.5 67.3

MgCl2 0.2 57.5 53.1
0.4 57.5 55.2
0.6 60.5 63.8
0.8 60.5 64.1
1.0 60.5 68.1

CaCl2 0.2 65 68.9
0.4 66 65.2
0.6 66.5 67.1
0.8 62.5 65.3
1.0 62.5 59.1

BaCl2 0.2 52.5 46.1
0.4 52.5 48.8
0.6 40.5 38.5
0.8 40.5 43.9
1.0 40.5 34.2

AlCl3 0.2 68.2 73.1
0.4 70 72.7
0.6 70.1 68.1
0.8 70.3 65.9
1.0 70.7 76.3

Conc.=electrolyte concentra-
tion,E.vel=estimated velocity using equation
5.11, C.vel= velocity calculated from the
atomic trajectories. Source: Own elabora-
tion.
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flow rate of the imbibing solution in the hydrophilic silica nanochannel at PZC
depends both on the type and concentration of ionic species present in the elec-
trolyte solution. Our results indicate that the filling rate decreases with increase in
concentration of cations for all the cases, while for a particular concentration, the
filling rate increases or decreases depending upon the type of cation. For instance,
solution containing structure breaker ions like K+ has higher filling rate than those
containing structure maker ions like Li+ and Na+, at a given concentration. Our
study provides a new insight into the physics of the effect of hydration of ions
and concentration in the capillary imbibition of electrolyte solutions at PZC in
hydrophilic silica nanochannels.
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Chapter 6

Effect of external electric fields on
capillary imbibition of water in
silica nanochannels

Parts of this chapter has been published in: Effect of an external electric field on
capillary filling of water in hydrophilic silica nanochannels.(N. Kumar Karna, A.
R. Crisson, E. Wagemann, J. H. Walther and H. A. Zambrano, Physical Chemistry
Chemical Physics, 2018, 20, 18262–18270)

6.1 Outlines

Development of functional nanofluidic devices requires understanding the fun-
damentals of capillary driven flow in nanochannels. In this context, we conduct
molecular dynamics simulations of water capillary imbibition in silica nanoslits
under externally applied electric (E) fields with strengths between 0 to 1 V/nm.
For increasing E-fields, we observe a systematic lowering in the meniscus contact
angle and a decrease in the corresponding water filling rates. These results con-
trast markedly the classical Washburn-Bosanquet’s equation which predicts an in-
crease in filling rates for lower water contact angles. Our study provides evidence
that the observed decrease in water filling rates can be attributed to the interplay
between two underlying mechanisms, a reduced fluidity of interfacial water and
a systematic alignment of the water molecules in the bulk as a response to the
particular strength of the applied E-field. Therefore, during water capillary filling
a constant E-field applied in the direction parallel to the water imbibition leads to
a lower than expected filling rate caused by a viscosity increase in the bulk and
an altered solid-liquid friction on the channel walls. These coupled mechanisms
governing capillarity under the action of applied E-fields could be manipulated
for controlling imbibition of polar liquid solutions in nanofluidic devices.

6.2 Introduction

Fabrication techniques have evolved dramatically over the last decade41,121,185

making possible to build artificial liquid conduits on length scales comparable
to the size of ultra-efficient biological channels.111 This realization offers new op-
portunities in the development of functional multistage microdevices integrated
by nanoscale pores and channels329 which may have tremendous implications
in a number of foreseeable biological,94 chemical220 and technological applica-
tions.289 In fact, recent advances in nanofluidics have triggered a number of new
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FIGURE 6.1: A snapshot of capillary filling for 7-nm silica nanochannel. The electric field
(E) is applied in the direction of nanocapillary imbibition. Source: Own elaboration.

high impact technologies such as high throughput techniques,49 drug delivery268

and biomolecular analysis.225

Water is an essential material in our everyday life and is the most used sol-
vent in technological applications.126 Moreover, water in nanoconfinement plays
a key role in the controlled transport of species through biological cellular mem-
branes,111 in water desalination systems172 and in novel sensor technologies.328

Therefore, achieving precise control of water imbibition and transport in nanoscale
structures is crucial to enable the design of more efficient processes and to de-
velop a new generation of promising microdevices. Nevertheless, there are a
number of challenges and opportunities associated with controlling water flow
in nanochannels. Several studies have shown that water in nanoconfined geome-
tries exhibits unexpected behaviors as compared to those observed in macroscale
systems.47,166,177,183,333 For instance, the presence of interfaces distorts the near H-
bond network of water and as a result of the ultra high surface to volume ra-
tio inherent to nanoconfinement, altered interfacial properties greatly influence
the static and dynamic behavior of water in nanochannels.176,185,221,330,331 In ad-
dition, water molecules are highly polar and hence, molecular ordering of wa-
ter within ultraconfined structures can be altered by exposure to electromagnetic
fields.241,307,331 In this context, a variety of techniques like direct modification
of the surface charge density,237,252 surface embedded electrodes99,342 and elec-
tric,241,264,332 and magnetic far field effects258 have been used for manipulation of
aqueous solutions in nanoconfinement. Furthermore, recent studies have revealed
the significant effect of varying external applied electric fields on flow control by
tuning the electrical double layer thickness,16,342 the electro-osmotic flow veloc-
ity50,70,206 and the pressurized water flow rates.253.
In an interesting experimental study by Xue et al335, the authors report increase in
imbibition rate of KOH solutions inside nonoporous gold under the influence of
externally applied potential.

In the present study, we analyze the effect of an externally applied electric field
on capillary flow of water in hydrophilic silica nanochannels (cf. figure 6.1). It is
well established that the driving force in capillary flow is determined by a balance
between the Laplace pressure75,173 and a drag with variable contributions from
inertia and viscous friction.35,223 Indeed, the Laplace pressure is directly related
to the surface tension acting on the curved interface at the advancing capillary
front whose curvature in turn is dependent on the surface wettability of the chan-
nel walls. Furthermore, wettability is quantified by measuring the water contact
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angle which is mainly determined by the particular strength of the solid-liquid in-
teractions.64,108,332 In previous studies, we reported the relation between dynamic
contact angle, height of nanochannels and capillary filling flow rates.159,223 Specif-
ically, we found that the initial filling rate depends upon the particular value of
the contact angle made by the fluid at the entrance of the nanochannel, and is
given by:

Ui =

√(
2γ cos θi

ρH

)
(6.1)

where, Ui corresponds to the initial flow velocity and θi is the initial value of the
contact angle made by fluid at the channel entrance.

In capillary filling under the influence of an externally applied electric field,
the meniscus contact angle of the imbibing fluid can be predicted by the Young-
Lippmann (Y-L) equation67,170

cos θ =
γsg − γsl

γlg
+
〈ε0ε | E |2 D〉

2γlg
(6.2)

where θ is the equilibrium contact angle, D, the thickness of the solid-liquid in-
terfacial layers, γ, the surface tension of the liquid, E, the applied electric field,
ε, the dielectric constant of the liquid and ε0, the permittivity of free space. The
subscripts l, g and s refer to the liquid, gas and solid, respectively, and the an-
gular bracket stands for the average over D. The average interaction between a
free dipole (µ) and electric field (E) at temperature T is ∼| µ |2| E |2 /(3kBT)67,
where kB represents the Boltzmann’s constant. The Y-L equation indicates that
contact angle depends only on the absolute strength of the field regardless of
its direction. However, deviations from these predictions have been reported
in studies of water contact angles at hydrophobic surfaces under different elec-
tric field strengths at the nanoscale.67,270,271,325 Qualitatively, the Y-L equation in-
dicates lowering of contact angle for increasing applied electric field and hence
predicts, at first glance, higher capillary pressure with increase in electric field
strength during imbibition in hydrophilic nanochannels. Nevertheless, the ap-
plication of an electric field during the capillary filling of water in nanochannels
could affect not only the meniscus contact angle270 but also other properties such
as viscosity,352 dielectric constant,339 temperature and surface tension318 among
others253,352 and therefore, it might be challenging to predict the effect of an elec-
tric field applied during the water imbibition process at nanoscale.

In this work, from large scale molecular dynamics simulations of water imbi-
bition in the presence of an electric field applied in the direction parallel to the
flow, we report the time evolution of the capillary front position and the instanta-
neous meniscus contact angle during the capillary filling of a 7 nm high nanoslit.
The strengths of the electric fields applied to the system range from 0 to 1 V/nm.
These field strengths are in the range of those produced by charged electrodes,317

biological ion channels,337 electric-field-directed assembly of biomolecules348 and
electroporation processes.341 It should be noted that in experiments the effective
electric field differs significantly from the applied field because the actual field
is lowered by the orientational polarization of water.87,270 Therefore, in the bulk
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phase, the exact relation (for the absolute values of the field) is given by98

E =
3E0

εr + 2
(6.3)

where E0 is the applied electric field, and εr is the relative permittivity, defined as
the ratio of effective permittivity of the medium (ε) to the absolute permittivity
of free space (ε0). Moreover, the strength of the electric field used in the present
study are weak enough to avoid decomposition of water molecules.260 In our sim-
ulations, the application of an electric field exerts a force F = qiE at the center of
mass of each atom according to the partial charge qi on each corresponding atom
which is discussed in detail elsewhere.87,270,342 As water molecules are electrically
neutral but highly polarized, the effect of an external electric field on water is a
torque which reorients each molecule in the direction of the applied field altering
the overall hydrogen bonding network.45,253 Furthermore, under the influence of
an increasing external electric field, water molecules may experience progressive
reduction in the degrees of freedom.108,285,331

6.3 Computational method

To elucidate the effect of externally applied electric fields in capillary filling of
water in hydrophilic silica nanopores, we conduct a series of all-atom MD sim-
ulations using FASTTUBE, a molecular dynamics simulation package which has
widely been used to investigate fundamental fluid dynamics under nanoconfine-
ment.159,222,223,314,315,342 Water molecules are described using the simple point charge
SPC/E model24 and the silica atoms by the TTAMm model developed by Guissani
and Guillot114 which is a modification of the original TTAM model.297 Water-silica
interactions are described using Coulomb and Buckingham potentials calibrated
in our previous study343 wherein the experimental value of the water contact an-
gle reported by Thamdrup et al.290 in studies of capillary filling is used as cri-
terion to calibrate the potential parameters. For further details of the potentials
used here, we refer readers to Zambrano et al.343 We have chosen the SPC/E wa-
ter model not only to be consistent with our previous works,159,223,314,343 but also
due to its simplicity and quantitative agreement with experiments to yield wa-
ter reorientation and hydrogen bond dynamics.108,254,255,263,352 Moreover, studies
have found that the value of the surface tension for the SPC/E model is in good
agreement with experimental results.306

6.4 Results and discussion

Influence of electric field in wettability

We first study the effect of electric field strength on water wettability of a sil-
ica slab by evaluating the water contact angle (WCA) on a hydrophilic amor-
phous silica surface. For this purpose, we perform simulations of a cylindrical
nanodroplet,322 consisting of 3000 water molecules mounted on a silica slab of
37.92 nm × 2.584 nm × 3.5 nm in vacuum using a time step of 2 fs. To equili-
brate the water droplet-silica system, we follow the methodology described by
Zambrano et al.343 and references therein. Further, we allow a cylindrical water
droplet to spread on a frozen silica slab under different electric field strengths
with the field applied parallel to the solid surface. A Berendsen thermostat25 is
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FIGURE 6.2: Water contact angle (WCA) on a hydrophilic silica slab at different electric
field strength. The electric field is applied parallel to the surface.

Source: Own elaboration.

connected to the water molecules with a weak coupling constant of 0.1 ps to main-
tain a constant temperature of 300 K. We use the Berendsen heat bath to control the
system temperature as this thermostat may have advantages over other methods
used in nonequilibrium simulations of viscous flow.52,253 The equilibrium value
of water contact angles are obtained as the average value for snapshots extracted
every 50 time steps from trajectories computed after 5 ns of equilibration.270,271

The values of the water contact angles on the silica surface in either the absence
or presence of externally applied fields are plotted in figure 6.2. The equilibrium
WCA in absence of electric field is measured to be ca. 20◦ which is in accordance
with the value previously reported.343 Meanwhile, a significant decrease in WCA
can be observed with increasing electric field strength, which indicates that the
magnitude of the applied electric field has a strong effect in the final equilibrium
state of the droplet.255,270,270

Influence of electric field in the bulk viscosity of water

In the present study, we calculate the viscosity of bulk water using the periodic-
perturbation method developed by Hess,127 where the viscosity of liquid water
is calculated by applying an external force on each water molecule. The applied
force is a function of height (z) of the simulation box. For details of the viscosity
calculation using this method, readers are referred to the studies by Hess127 and
Sunda et al.283 We plot the scaled viscosity (µs) of bulk water at different field
strengths as shown in figure 6.3, where,

µs =
µ f

µ0
(6.4)

µ f and µ0 represent the bulk viscosities of water, with and without imposed elec-
tric field respectively. Within the range of electric field considered in this study, the
viscosity increases linearly with increasing field strength. The maximum change
in viscosity between the cases with the maximum applied field and without elec-
tric field respectively is found to be ca. 20 %. These results are in line with those
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FIGURE 6.3: Scaled viscosity calculated from the Periodic perturbation method at differ-
ent electric fields. The dotted lines represent the linear tendency of the change in viscosity

while the points are the measured values. Source: Own elaboration.

reported by Zong et al.352 using non-equilibrium molecular dynamics, who ob-
served that the dipole moment of the water molecules in bulk align along the
direction of the applied electric field resulting in a monotonic increase of the bulk
viscosity of water with electric field strength.

Effect of electric field on capillary imbibition in silica nanochannels

To study the capillary imbibition of water in silica nanochannels in the presence
of an external electric field we build a channel with height of 7 nm using parallel
walls consisting of amorphous silica slabs as shown in figure 6.1. For the details
of the slab construction and amorphization, readers are referred to our previous
studies.159,343 Simulations are conducted in a periodic orthorhombic cell with size
of 2.52 nm × 43.0 nm × 20.88 along the x, y and z axis. Part of the simulation
box is filled with 23,600 water molecules to reproduce the density of water in
bulk. In all the simulations of imbibition, the water molecules are coupled to
a Berendsen25 heat bath with a coupling constant of 0.1 ps at 300 K during 1 ns;
then, the thermostat is disconnected and the simulations are conducted in the
microcanonical ensemble (NVE) for 3 ns until the system is equilibrated. Next,
the electric field is applied and the system is further allowed to relax for 1 ns after
which the water slab is released from rest to move spontaneously towards the
silica channels. We notice that the electric fields are imposed, for all the cases, in
the direction parallel to the water capillary imbibition.

The viscous Joule heat is extracted during the filling connecting a Berendsen
thermostat to the water molecules with a weak coupling constant of 0.1 ps while
atoms of the channel walls are fixed to their equilibrium positions.87 In particu-
lar, the use of a Berendsen heat bath to control temperature could not be ideal87

however previous studies have reported, for water under electric fields, satis-
factory results using a Berendsen thermostat with proper values of the coupling
constant which ensures maintaining the target temperature without large oscilla-
tions.86,87,249
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During water spontaneously filling the channels, the instantaneous positions
of the advancing capillary front along the direction of the water flow are tracked
to estimate the penetration length of the liquid as a function of time (cf. figure 6.4).
The initial capillary front velocity (ui), the duration of the inertial time (ti) and the
dynamic contact angles for each simulation during nanocapillary imbibition are
computed from the atomic trajectories. The physical mechanisms behind the dy-
namics of water filling a nanochannel with an applied electric field can be rather
complex owing to coupled factors such as the water molecules-electric field inter-
actions, the intermolecular forces between species in the system and the variable
population of hydrogen bonds in water.67,212 Therefore, to evaluate the effect of
an applied electric field on the contact angle of the advancing capillary front, we
compute the dynamic contact angle (DCA) during water imbition in the silica
nanochannel (cf. figure 6.5). For details about extracting DCA values during the
water imbibition, the readers are referred to our previous study.159

We observe that the dynamic contact angles measured during the capillary im-
bibition in either the absence or presence of externally applied fields (cf. figure 6.5)
are consistent with the values computed of equilibrium WCA of nanodroplets as
shown in figure 6.2. For instance, figure 6.5 shows that the DCA value for the case
without applied field (black squares) evolves from an initial value of ca. 84◦ until
attaining a constant value of ca. 21◦ while for the case with the highest applied
field (blue triangles), the DCA evolves from the same initial value until attaining
a constant value of ca. 13◦, similar to the corresponding equilibrium WCA values
shown in figure 6.2. Therefore, our results reveal a substantial decrease in both
the dynamic and static contact angles as higher electric field are applied suggest-
ing a significant field-dependent increase in the Laplace pressure at the capillary
meniscus.

In figure 6.4, we plot temporal evolution of the imbibition length for differ-
ent electric field strengths. The time evolution of the imbibition lengths during
the initial stage of the filling is linear irrespective of the strength of the imposed
electric field which indicates a capillary flow with constant velocity at the chan-
nel entrance confirming, for all the cases, the existence of an inertial regime as
predicted by Bosanquet.35,66,159,168,223 This insensitivity of the meniscus speed to
the particular strength of the imposed electric field implies that the initial contact
angle (ca. 80◦) at the channel entrance does not depend upon the strength of the
applied field and should remain constant during the inertial regime, in line with
the results in our previous study159. Nevertheless, figure 6.4 also indicate that the
inertial time223, during which retarding inertial forces dominate capillary filling,
decreases with increasing strength of the applied field. These shorter transition
times suggest that properties in the imbibed water vary systematically with the
strength of the applied electric field.

Once the flow transitions from the inertial to the viscous regime, the results
clearly reveal that water filling rates decrease for higher magnitudes of the ap-
plied field in channels with the same height. We observe a difference of 40 % in
the maximum imbibition velocity, measured at the center of the channel, during
the viscous regime for the two extreme cases i.e. the case without applied electric
field and the one with the maximum applied field of 1.0 V/nm (See Supplemen-
tary information). It should be noticed that a capillary meniscus with lower con-
tact angle would imply a higher Laplace pressure168,336 and thus, a higher filling
speed. Therefore, a decrease in filling rates (figure 6.4) is in contradiction with the
observed lowering of contact angle under increasing electric fields as shown in
figures 6.2 and 6.5.
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Another important aspect related to capillary imbibition is the surface tension
of the imbibing liquid which for water, is closely related to the number of interfa-
cial hydrogen bonds and has been reported in detail elsewhere.217,270,277 Indeed, in
presence of external electric fields, changes in the meniscus surface tension could
potentially alter the Laplace pressure during capillary filling19 and consequently
modify the flow rates in the channel. Recently, the surface tension of water has
been reported to increase within the range of electric field strengths under study
here.217 Therefore, indicating that the effect of the applied electric field on water
surface tension is not an explanation of the decrease in filling rates observed in
the present study.

Simulations of Poiseuille like flow in silica nanochannels

To understand the causes of this apparent contradiction, we performed further
MD simulations of Poiseuille like flow in silica nanochannels with height of 7 nm.
Considering water flow sufficiently far from the channel entrance and also far
behind of the capillary front position is a scenario wherein it is acceptable to as-
sume Poiseuille flow to study the influence of an electric field on viscosity during
capillary filling. All the conditions during the study of Poiseuille like flow are
maintained constant except for the strength of the axial electric field in the flow di-
rection. We perform simulations at various field strengths viz. 0.0, 0.3, 0.5, 0.7 and
1.0 V/nm. We equilibrate the water for 3 ns in NVT and 3 ns in NVE ensembles,
respectively. After water is equilibrated, a constant acceleration (gravity field) is
imposed to each water molecule to reproduce a Poiseuille like flow through the
silica channel. In order to extract the viscous heat, a Berendsen thermostat25 with
a coupling time constant of 0.1 ps at 300 K is connected to the water molecules.
For additional details about the setup of the Poiseuille flow simulations, the read-
ers are referred to Wagemann et al.314 The production simulations are performed
for 20 ns with an electric field applied in the flow direction. In all the simulations
with Poiseuille like flow, a gravity field is applied to impose an acceleration of
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FIGURE 6.7: The angles considered to determine the orientation of the water molecules
are given in terms of the angles α1 and α2. νd,νn and νHH are the vectors corresponding to
the dipole moment, normal to the surface and that connecting the two hydrogen atoms,

respectively. Source: Own elaboration.

9.83 · 1011 m/s2, equivalent to a pressure gradient 10 bar/nm. Velocities are com-
puted by averaging over the axial length after steady state velocity profiles have
been reached, more details regarded the methodology can be found in our previ-
ous studies.314

The velocity profiles across the channel at various field strengths shown in fig-
ure 6.6 indicate that the maximum velocity decreases with increase in the strength
of the imposed electric field. These results confirm our previous observations of
reduced capillary filling rates with higher applied electric fields. We note that the
∼ 20 % increase in bulk viscosity at 1 V/nm reported in the previous section can-
not account for the ca. 40 % decrease in maximum velocity observed for the cases
with Poiseuille flow (See SI. C.1 for the plot of maximum velocity observed during
visco-inertial regimes at different electric fields).

Orientation of water molecules under the influence of an external elec-
tric field

Now that we have discussed the effect on imbition of viscosity and surface ten-
sion under an externally applied electric field, we turn to the effect of electric field
inducing water orientation and its influence on the observed lower than expected
nanocapillary imbibition. To shed light into the problem, we measure the orienta-
tion of water molecules under nanoconfinement. The orientation profiles, describ-
ing water angle distribution, are defined by two specific angles: α1 and α2 as illus-
trated in figure 6.7, α1 is the angle between the dipole vector (−→νd ) of a single water
molecule and the normal vector (−→νn ) for the surface, while α2 is the angle between
(−−→νHH), the vector from one H atom to the other in the same water molecule, and
(−→νn ). The preferred orientation of water molecules under external electric fields
has been studied extensively in different systems.67,253,352,353 Specifically, the re-
sponse of nanoconfined water molecules to an externally applied electric field can
be inferred from the orientation of the water dipole moment (cf. figure 6.8). In
this figure, the probability distribution function (PDF) of the angle between the
vector normal to the silica surface and the water dipole has been calculated at the
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distance between 1.5 and 2.0 nm from the silica surface. We choose this distance
as, for pure water, the effect of a solid surface does not significantly affect the wa-
ter density beyond 1.5 nm (cf. figure 6.9) and hence, is considered to have bulk
properties beyond this distance.30,199 In fact, as shown in Supporting information
(Figures SI. C.2 and SI. C.4), we observed a high preferential orientation of water
molecules near the channel walls for all the cases with and without applied elec-
tric fields, in line with previous experimental studies.199 However, the molecular
orientation quickly vanishes in the bulk in absence of an external electric field
(see figure SI. C.2). Conversely, in the presence of electric fields (see figure 6.8
and figure SI. C.3), we observe that the water molecules in the bulk orient them-
selves along the field with the oxygen atoms against, and the hydrogen, along the
field direction.253,270,352 Moreover, in the bulk, the water molecules for the highest
strength of applied field display a preferential orientation of 80◦–110◦ indicating
that the dipole moment is nearly tangential to the channel wall surface.

To further study the structure of the water molecules in the channel, we con-
sider the orientation of the vector that connects the two hydrogen atoms (−−→νHH
in figure 6.7) which in other words indicates the particular plane wherein wa-
ter molecules are localized. Our results show that the plane of water molecules
tends to be oriented perpendicular to the wall surface with increase in the applied
electric field strength (see SI. C.3). The position of the plane is indicated by the
increased probability of orientation of the vector −−→νHH which points perpendicular
to the surface wall. This preferential orientation suggests that the water molecules
are highly structured with oxygen atoms oriented against the applied field with
one OH bond pointing towards the surface and other towards the bulk. Nev-
ertheless, we infer that the interaction with the partial charges of surface silicon
and oxygen atoms leads to water molecules with suppressed translational and
rotational freedom near channel walls which results in a slowdown of the interfa-
cial water dynamics.123 In accordance with this, the distribution function of water
dipole angle with the normal to the wall surface reveals that the water molecules
in the bulk are more prone to respond to the particular strength of the applied
field352 (cf. figure 6.8) compared to water molecules near the wall surface (See SI.
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TABLE 6.1: Parameters of equation 6.6 under different magnitudes of electric field at
300 K

E-field (V/nm) Dbulk
Dapp

µe f f
µbulk

Contribution (%) to the effective viscosity
0.0 1.66 1.10 10%
0.5 1.41 1.06 6%
1.0 1.30 1.05 5%

Source: Own elaboration
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C.4). This differential response of water molecules across the channel to exter-
nally applied electric fields can affect the overall hydrogen bond distribution in
the system and thus resulting in interfacial water with a fluidity intrinsically dis-
tinct than that in bulk water.30,241,255,278,307 Furthermore, highly structured water at
the solid-liquid interface199 might result in an increased friction coefficient.293,331

Therefore, an altered fluidity of the interfacial113,113 combined with an increase in
the viscosity in bulk may govern hydrodynamics during water capillary filling of
nanochannels under external electric fields.

To estimate the mobility of water under these conditions, we measure the
self-diffusion coefficient of water along the channel cross section at different elec-
tric field strengths (cf. figure 6.9). We calculate the three components of the self-
diffusion coefficient in the box viz. Dx, Dy and Dz representing x, y, and z com-
ponents respectively, which are calculated from the asymptotic slope of the time-
dependent mean-square displacement (MSD). We consider only the x-component
of the self-diffusion coefficient taking into account the direction of the capillary
flow. We find that the self-diffusion coefficient of water is affected by the pres-
ence of walls and decreases at the wall-fluid interface (cf. figure 6.9). The self-
diffusion coefficient of water can be related to the viscosity using Stokes-Einstein
relation340,352 as shown in equation 6.5.

µe f f =
kBT

3πrw

1
De f f

(6.5)
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µe f f is the effective viscosity of water, where rw is the effective molecular diameter
which is a function of the size and shape of the molecule (for water molecules, rw=
0.17 nm187,215), and De f f is the self-diffusion coefficient. Moreover, using equation
6.5 and figure 6.9, we infer that the viscosity of water is higher at the wall-water
interface compared to the viscosity in the bulk. We observe that the change in
interfacial viscosity is less than changes reported in other studies310 and that the
contribution of the interfacial viscosity to the effective viscosity is relatively low
and decreases with an increase in electric field strength. Indeed, we calculate the
contribution of interfacial viscosity to the total effective viscosity using height de-
pendent viscosity of water in nano-conduits310 as shown in equation 6.6

µe f f

µbulk
= 1 +

2Li

H

(
µapp

µbulk
− 1

)
(6.6)

where µbulk is the viscosity of the bulk, and µapp is the interfacial viscosity. Li
represents the width of the interface while H is the height of the channel. In this
study, we consider interface to be located within 0.6 nm from the channel walls,
where maximum water density is found. For the magnitudes of electric field un-
der study, the values of the parameters in equation 6.6 are listed in table 6.1. We
noticed that this increase in total effective viscosity due to contribution of the
higher interfacial viscosity still cannot explain the lowering of maximum veloc-
ity observed during the capillary imbibition under the influence of electric field.
All the above results suggest the contribution of an additional interfacial phe-
nomenon that slows down the filling rate of water in the hydrophilic nanochan-
nels.

Influence of electric field on solid-liquid interfacial friction

The increased ordering and lower mobility of water at the interface suggests a
higher friction at the walls as compared to systems without external electric fields.
To further shed light into this, we calculated the interfacial friction coefficient (λ)
near the silica walls in a parallel silica channel with water confined at 300 K. Ac-
cording to linear response theory, λ can be obtained from the equilibrium fluctua-
tions of the friction force, using a Green-Kubo (GK) relation91,293

λ = lim
t→∞

λGK(t) (6.7)

with

λGK(t) =
1

2AkBT

∫ t

0
〈F(t′) · F(0)〉dt′ (6.8)

where A is the surface area of the wall, T is the temperature, and F(t) is the total
tangential force acting along the x-axis at the liquid/solid interface and the factor
of 1/2 comes from the averaging over the two spatial dimensions parallel to the
sheets. The friction coefficients calculated using GK relation for sufficiently long
time plateaus to a constant value of λGK. We obtain the value of λGK from the
plateau of the integrated force autocorrelation function in the range of 0–0.15 ps.
We take this plateau value as the equilibrium value for the friction coefficient fol-
lowing the methodology presented by Falk et al.90. We plot these calculated val-
ues of the friction coefficients for three different cases in figure 6.10. We observe
a significant increase in the calculated values of friction coefficients with increase
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in electric field in the direction parallel to the silica surface. For the case with ap-
plied electric field of 1.0 V/nm, we find approximately ca. 33 % increase in λGK,
compared to the case with no applied field.

6.5 Conclusions

In summary, we have presented a study on the effect of externally applied electric
fields on capillary flow of water in amorphous silica nanochannels. We compute
lower equilibrium DCAs of the capillary meniscus as electric fields with increas-
ing strengths are applied. Furthermore, we find that the overall filling rates de-
crease with increasing electric field strengths. We attribute this to an increase in
effective viscosity due to the alignment of water molecules in the bulk and also
to the particular structure of the interfacial water molecules under combined ef-
fect of the silica wall surface and the presence of the external electric field. Our
results indicate that the ordering induced by the electric field results in an in-
creased solid-liquid friction which combined to a substantial increase in bulk vis-
cosity dominate the capillary force balance during water imbibition. In particular,
our study suggests that the ordering of water molecules affects the "propagation"
of momentum dissipation between the solid surface and liquid water such that
the friction is readily transferred to the bulk in highly oriented water molecules.
This finding from our atomistic simulations enriches the general discussions of
the solid-liquid interface related phenomena and its critical effect in transport of
fluid in hydrophilic nanochannels. Moreover, our results are helpful for a com-
prehensive understanding of the complex phenomenon of water capillary filling
of nanopores under the effect of externally applied electric fields.
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Concluding remarks and scope of
future work

7.1 Summary of the major findings

In this study, through an atomistic description of matter, we attempt to provide a
better understanding of the flow during nanocapillary imbibition using MD simu-
lations. The outcomes of the present dissertation can be classified into three broad
categories:

1) In chapter 4, we demonstrate the height dependence of the filling velocity in the
amorphous silica nanoslit channels. The observed lower than theoretically pre-
dicted velocity can be amended by the inclusion of two element in Bosanquet’s
equation of capillarity: i) The initial contact angle at the channel entrance that
depends on the height and material of the channel. ii) Dynamic contact angle re-
mains constant during the inertial regime and converges to an equilibrium value
during viscous regime. Moreover we find that the initial contact angle is different
than the intuitive result of 90°. We also demonstrate that the inertial time regime
is more significant for channels with greater height within the channel heights
studied here.

2) In chapter 5, we study the effect of hydration of ions in capillary imbibition
inside silica nanoslit channels at point of zero charge (PZC), where the net surface
charge on the channel walls is zero. We find that the observed filling rate follows
the modified version of Bosanquet’s equation of capillarity. This indicates that
the filling kinetics in all the cases are altered by hydrodynamic forces enhanced
by viscoelectric effect due to the presence of ions in the electrolyte solution. We
observe that the presence of cations do not significantly affect the surface tension
while the viscosity depends both, on the type (structure maker or breaker) and
concentration of the cations in the electrolyte solution.

3) In chapter 6, we provide evidence that nanocapillary imbibition control is feasi-
ble by an adequate application of electric field across the channel. The application
of an external electric field increases the viscosity of water and also decreases the
equilibrium contact angle with the silica surface. Nevertheless, it lowers the fill-
ing rate of water inside the nanochannels which can be attributed to the reduced
fluidity owing to complex interplay of enhanced viscosity, due to higher orien-
tation of water molecules under the influence of the electric field and increase in
solid-liquid friction at the interface.
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7.2 Hypothesis validation

Taking into account the results obtained through our study on the nanocapil-
lary imbibition of water and aqueous electrolyte solutions in hydrophilic silica
nanochannels, we validate the proposed hypotheses.

1) The higher velocity predicted by Bosanquet’s equation of capillarity is due to
the assumption that the equilibrium contact angle is established right at the chan-
nel entrance, which is in contrast with our study of nanocapillary imbibition of
water inside hydrophilic silica nanochannel. We showed that the initial Bosan-
quet’s velocity depends upon the contact angle made by the water miniscus at
the channel entrance and hence, the modification of of Bosanquet’s force balance
equation by the inclusion of dynamic contact angle explains the lower than ex-
pected velocity at the channel entrance.

2) The hydration of ions in water increases the viscosity due to electroviscous ef-
fects while other properties like surface tension is only slightly affected. We show
that filling velocity is decreased due to the increase in viscous forces. Hence, the
hydration related to the presence of ions in water affects the filling kinetics in hy-
drophilic nanochannels.

3) Our results indicate that the application of external electric field modifies the
dynamic properties like viscosity and self diffusion which can be attributed to the
reorientation of water molecules under the influence of external field. We show
that the filling kinetics depends upon the increased solid-liquid friction along with
enhanced dynamic properties of water which validates that an external electric
field affects the filling kinetics of water in hydrophilic nanochannels.

7.3 Scope of future work

The results obtained in this thesis leads to interesting theoretical bases upon the
application of nanocapillary imbibition in real life nanodevices. Hence, to con-
tinue with our investigation, we look forward to incorporate polarizable force
fields and more detailed dipole models to reproduce more realistic results using
different class of ions. Furthermore, we shall attempt to set theoretical background
to include the transport and separation of biomolecules like DNA and RNA in
ionic environment using nanocapillary imbibition.
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Supporting Information for Chapter 4.

A.1 Interaction potentials used in the study

Silica-Silica interaction Potential

The silica-silica interaction potential is approximated by TTAMm model114 which
is a modification of classical two-body potential (TTAM),297 that describe silica-
silica, silica-oxygen and oxygen-oxygen interaction through Coulombic poten-
tial for electrostatic interactions, Buckingham and a Lennard-Jones 18-6 potential,
which avoids the blowing up of atoms in the silica slab at high temperatures, for
short range interactions (ca. A.1). This model has been successfully used to de-
scribe amorphized hydrophilic silica in recent studies.64,159,223,343 The parameters
of the potential for all the interactions are presented in table B.2. The partial charge
of silica and water are 2.4e and -1.2e respectively.

Uij =
qaqb

4πε0rij
+ 4εab

[(
σab

rij

)18

−
(

σab

rij

)6
]
− αab exp(−ρabrij)−

Cab

rij
(A.1)

where ε is the depth of the potential well, σ is the finite distance at which the
inter-particle potential is zero and r is the distance between the particles.

Silica-Water interaction parameters

Water-Silica interaction potential (ca. equation A.2) parametrized by Zambrano el
al.343 that adequately models water-silica interaction will be used for this study.
The authors parametrized Buckingham type potential to reproduce the macro-
scopic water contact angle (WCA) of 19.9 folowing the methodology proposed by
Werder et al.324. The electrostatic calculations are calculated by a Coulomb po-
tential and the partial charges considered are 1.3e and 0.65e for silica and oxygen
atoms respectivley. The interaction potential are presented in table A.2.

Ur = αab exp(ρabrij)−
Cab

rij
(A.2)

TABLE A.1: Silica-silica interaction parameters.

a− b εab(kJ/mol) σab(nm) αab(kJ/mol) ρabnm−1 Cab(kJnm6 /mol)
Si-Si 1276.8 0.04 8.312865 x 1010 152.207 0.0022841
O-O 0.04613 0.22 169551.09 28.2641 0.020719
Si-O 1.0834 0.13 1034699.4 47.959593 0.0068258
Source: Own elaboration.
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TABLE A.2: Silica-water interaction parameters.

a− b αab(kJ/mol) ρabnm−1 Cab(kJnm6 /mol)
Ow-Ow 1.013 x 105 25.00 2.360 x 102

Hw-Hw 6.83 x 103 32.66 0.0
Own elaboration.

A.2 Measurement of surface tension of fluids

One of the most important properties of a fluid and the cause of capillary force that
drives the fluid into the capillary channels is surface tension. Hence, it becomes
relevant to study the effect of electrolyte solutions on surface tension of water to
predict its role in nanocapillary imbibition of these solutions. Surface tension of
pure water has been studied in various previous studies and authors have sucess-
fully predicted surface tensions for different models of water molecules4,7,203,306.
In our simulations, we consider a system containing 3000 water molecules en-
closed in a cubic box of size 4 nm x 4 nm x 4 nm. First of all the water molecules
are equilibrated in NPT ensemble for 2 ns and the output is further subjeted to
NVT ensemble for 2 ns. Subsequently, we increase the size of box in z-direction to
three times its initial value i.e. 12 nm, center the water molecules in the box and
perform production simulations under NVT ensemble for 3 ns in the orthorombic
simulation box of 4 nm x 4 nm x 12 nm (cf. figure A.1). This configuration allows
to create two independent surfaces on the two ends of z-axis. We use simula-
tion package GROMACS 5.2128 to perform molecular dynamics studies and gen-
erate the molecular trajectories using time step of 1 fs. During the equilibration
phase the temperature is kept constant by Berendsen thermostat25 and during the
production stage, it is controlled by Nose-Hoover thermostat.133,218 To give con-
sistency to our study, we use SPC/E24 water molecules and the intramolecular
bonds and angles are kept rigid using constraints.10,257 The Lennard-Jones poten-
tial was truncated at 1.3 nm and electrostatic interactions are dealt with Ewald
sums. The Fourier part of Ewald sum are evaluated using Smooth-Particle-Mesh-
Ewald (SPME)88 method and width of the mesh is set to 1Å and a fourth order
interpolation is used. The pressure tensor is readily calculated in the version of
simulation software used for this study, and hence allows us to calculate the sur-
face tension (γ). In case of systems with planar interface perpendicular to the
z-axis, γ is given by the following relation256:

γ =
∫ ∞

−∞
dz[PN(z)− PT(z)] (A.3)

where PN(z) and PT(z) are the (local) normal and tangential components of the
pressure tensor at position z, respectively. For a planar interface, pN does not
depend on z and is equal to the vapor pressure, p. In the present study, we use the
following expression to calculate the surface tension, following the methodology
proposed by Spoel et al.302

γ =
1
n

∫ Lz

0

[
Pzz(z, t)−

Pxx(z, t) + Pyy(z, t)
2

dz
]

(A.4)
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FIGURE A.1: A snapshot of the slab of the system used to calculate the surface tension of
the electrolyte solutions. Source: Own elaboration.

which leads to,

γ =
Lz

n

[
Pzz(t)−

Pxx(t) + Pyy(t)
2

]
(A.5)

where, Lz is the height of the box and n is the number of surfaces.

Energy analysis of surface tension

The creation of a surface generates additional enthalpy in the system. We measure
this additional enthalpy, denoted by excessive surface enthalpy, as the difference
of enthalpies between solutions with and without surfaces

H = Hs − H0 (A.6)

where, ∆Hs and ∆H0 are the total enthalpy of simulated systems with surfaces
and without surfaces respectively. There is no variation of volume at equilibrium,
hence the difference p∆V can be ignored and H can be presented as:

H = Es − E0 (A.7)

where, Es and ∆E0 are the total potential energy of simulated systems with sur-
faces and without surfaces respectively. The surface tension can be related to the
excessive surface energy per unit area using equation A.8

σ =
∆G
A

=
∆H − T∆S

At
(A.8)

where, ∆G is the increased part of free energy due to the creation of surfaces, ∆S is
the excessive surface entropy. Hence, the change in entropy of the system, which
is due to the change in surface entropy can be calculated with equation A.8. We
can calculate the contribution of the total entropic and enthalpic part to the surface
tension making a comparison of the factors ∆H/A and T∆S/A.
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B.1 S1. Types and concentration of ions used to study the
nanocapillary imbibition in hydrophilic silica nanochan-
nel

TABLE B.1: Salts and their concentrations used to study the nanocapillary imbibition in
hydrophilic silica nanochannel.

Salts Concentration
LiCl 0.2 0.4 0.6 0.8 1.0
NaCl 0.2 0.4 0.6 0.8 1.0
KCl 0.2 0.4 0.6 0.8 1.0
MgCl2 0.2 0.4 0.6 0.8 1.0
CaCl2 0.2 0.4 0.6 0.8 1.0
BaCl2 0.2 0.4 0.6 0.8 1.0
AlCl3 0.2 0.4 0.6 0.8 1.0
Source: Own elaboration

B.2 S2. Silica interaction parameters used for the amor-
phization of silica slabs

TABLE B.2: Silica-silica interaction parameters.

a− b εab(kJ/mol) σab (nm) αab (kJ/mol) ρab nm−1 Cab(kJnm6 /mol)
Si-Si 1276.8 0.04 8.312865 x 1010 152.207 0.0022841
O-O 0.04613 0.22 169551.09 28.2641 0.020719
Si-O 1.0834 0.13 1034699.4 47.959593 0.0068258
Source: Own elaboration

B.3 Lorentz-Berthelot mixing rule

For a simple pair potential such as Lennard-Jones (LJ) interaction,

Uij(r) = 4εij

[(
σij

r

)12

−
(

σij

r

)6
]

(B.1)
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TABLE B.3: Interaction parameters for the electrolytes used in the study.

a− b σab (nm) εab(kJ/mol) Reference
Li-Li 0.2343 0.0249 Pethes230

Li-Cl 0.3097 0.2353 Pethes230

Li-O 0.23300 0.6694 Pethes230

Li-Si 0.26505 0.60710 Pethes230

Na-Na 0.258 0.0617 Bonthius34

Cl-Cl 0.4401 0.4184 Aluru et al.154

Cl-O 0.3785 0.5216 Aluru et al.154

Cl-Si 0.3895 1.0118 Aluru et al.154

Na-O 0.2875 0.2003 Aluru et al.154

Na-Si 0.38861 0.2983 Zambrano et al.342

K-K 0.3334 0.4184 Aluru et al.154

K-Cl 0.3866 0.4184 Aluru et al.154

K-O 0.325 0.5216 Koheshan et al.167

K-Si 0.3359 1.0118 Aluru et al.154

Mg-Mg 0.1398 3.6610 Gavryushov106

Mg-Cl 0.2900 1.2376 Prakash et al.239

Mg-O 0.2282 1.5428 Prakash et al.239

Ca-Ca 0.2361 1.8810 Gavryushov106

Ca-Cl 0.3381 0.8871 Prakash et al.239

Ca-O 0.2764 1.1059 Prakash et al.239

Ba-Ba 0.3790 0.1970 Zhu et al.351

Ba-Cl 0.4096 0.2871 Zhu et al.351

Al-Al 0.14472 0.9054 Faro et al.92

ClLi-ClLi 0.3852 2.2240 Pethes230

Source: Own elaboration



B.3. Lorentz-Berthelot mixing rule 89

between molecules of species i and j, the interaction is specified by two param-
eters, an energy and the molecular size parameter, εij and σij, respectively. For
two particles i = j, these parameters may be determined from properties such
as critical temperature and volume. However, the cross or unlike interactions,
i 6= j, between unlike pairs of molecules are not so easily obtained. For this rea-
son, mixing rules are convenient. The most well-known mixing rules are Lorentz-
Berthelot(LB) mixing rules, where the cross terms are given by,

εij =
√

εiiεjj (B.2)

and

σij =
σii + σjj

2
(B.3)

That is εij and σij are given by geometric and arithmetic averages.
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B.4 Filling kinetics of water-electrolyte systems in hydrophilic
silica nanochannel

 0

 2

 4

 6

 8

 10

 12

 14

 0  0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9

F
il

li
n

g
 l

en
g

th
(l

)

 time (ns)

0.2M LiCl
0.2M NaCl
0.2M KCl

0.2M MgCl2
0.2M CaCl2
0.2M BaCl2

0.2M AlCl3

FIGURE B.1: Filling kinetics of 0.2M electrolyte system in silica-nanochannel. Source:
Own elaboration.
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FIGURE B.3: Filling kinetics of 0.6M electrolyte system in silica-nanochannel. Source:
Own elaboration.
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FIGURE B.5: Filling kinetics of LiCl solution in silica-nanochannel. The solid lines are fit
of Bosanquet’s equation, while the straight dotted line is the fit of initial velocity. Source:
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FIGURE B.6: Filling kinetics of NaCl solution in silica-nanochannel. The solid lines are fit
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Own elaboration.
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FIGURE B.7: Filling kinetics of KCl solution in silica-nanochannel. The solid lines are fit
of Bosanquet’s equation, while the straight dotted line is the fit of initial velocity. Source:

Own elaboration.
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FIGURE B.8: Filling kinetics of MgCl2 solution in silica-nanochannel. The solid lines are fit
of Bosanquet’s equation, while the straight dotted line is the fit of initial velocity. Source:
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B.5 Radial distribution functions of water-electrolyte sys-
tems
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FIGURE B.9: Radial distribution functions of Li+-OW (left) and Na+-OW (right). Source:
Own elaboration.
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FIGURE B.10: Radial distribution functions of K+-OW (left) and Mg2+-OW (right).
Source: Own elaboration.
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FIGURE B.11: Radial distribution functions of Ca2+-OW (left) and Ba2+-OW (right).
Source: Own elaboration.
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TABLE B.4: Comparison of characteristic peak values and positions of the ions in water at
300 K. Source: Own elaboration.

gOW(rmax) rmax(nm) gOW(rmin) rmin(nm) Nc
Li+ MD (present work) 14.4 0.196 0.0 0.26 4.32

MD178 9.56 0.22 0.03 0.31 6.00
MD350 13.76 0.197 0.00 0.256 4.40
Experimental201 - 0.194 - 4.10

Na+ MD (present work) 7.39 0.245 0.14 0.32 5.33
MD178 7.00 0.245 0.22 0.350 6.60
MD350 8.11 0.237 0.08 0.306 5.20
Experimental201 - 0.234 - - 5.30

K+ MD (present work) 4.43 0.2827 0.50 0.36 6.42
MD178 5.64 0.270 0.35 0.365 8.00
MD350 4.02 0.286 0.45 0.369 6.10
Experimental201 - 0.265 - - 6.00

Mg+ MD (present work) 25.32 0.2 0.0 0.3 6.03
MD219 17.2 0.22 0.0 0.31 6.2
MD42 0.4 0.21 - - 6.0
Experimental201 - 0.209 - - 6.0

Ca+ MD (present work) 14.43 0.24 0.0 0.3 7.47
MD143 - 0.25 - - 7.6
MD74 - 0.237 - - 7.1
Experimental201 - 0.240 - - 7.0

Ba+ MD (present work) 10.62 0.28 0.0 0.35 8.3
MD275 - 0.28 - - 8.3
Experimental201 - 0.281 - - 8.1

Al+ MD (present work) 37.14 0.19 0.0 0.2 5.88
MD207 40.99 0.18 0.0 0.20 6.0
Experimental201 - 0.191 - - 6.0

Cl− MD (present work) 4.23 0.32 0.43 0.38 6.81
MD350 3.96 0.33 0.55 0.375 6.40
MD117 3.9 0.3275 - - 8.4
Experimental201 - 0.316 - - 7.0

Source: Own elaboration
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B.6 Orientation distribution functions of water around ions
in their respective solutions

FIGURE B.13: The angles considered to determine the orientation of the water molecules
around specific ions.

Source: Own elaboration.
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TABLE B.5: Total interaction energy (kJ/mol) between ion- water pair in the first solvation
shell at 300 K. Source: Own elaboration.

Li+ Na+ K+ Mg++ Ca++ Ba++ Al+++ Cl−

274.8 167.933 110.88 519.23 327.885 214.25 849.62 298.31
Source: Own elaboration

TABLE B.6: Distance (nm) between the hydrogen atoms of the first shell and the adjacent
oxygen molecules in the bulk at 300 K. Source: Own elaboration.

Li+ Na+ K+ Mg++ Ca++ Ba++ Al+++

0.152 0.146 0.144 0.147 0.1666 0.1525 0.131
Source: Own elaboration

B.7 Viscosity of electrolyte solutions at different concen-
trations
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FIGURE B.15: Potential energy between ion-water for different concentrations for the elec-
trolyte solutions under study. Source: Own elaboration.
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TABLE B.7: Viscosity of various electrolyte solutions at different concentrations at 300K

Salt Concentration (M) Viscosity (mPa.s)[This study] viscosity experimental
H2O pure 0.726 0.729
LiCl 0.2 0.84 0.91
LiCl 0.4 0.88 -
LiCl 0.6 0.95 0.96
LiCl 0.8 0.966 –
LiCl 1.0 0.99 1.05
NaCl 0.2 0.73 –
NaCl 0.4 0.78 –
NaCl 0.6 0.91 0.928 (conc=0.5)
NaCl 0.8 0.93 -
NaCl 1.0 0.96 0.972 (conc=1.0)
KCl 0.2 0.69 –
KCl 0.4 0.74 –
KCl 0.6 0.77 0.806 (conc=0.5)
KCl 0.8 0.79 –
KCl 1.0 0.803 0.972 0.813 (c0nc=1.0)
MgCl2 0.2 0.79 1.12 (conc=0.28)
MgCl2 0.4 0.86 –
MgCl2 0.6 1.20 1.285(conc=0.65)
MgCl 0.8 1.29 –
MgCl2 1.0 1.408 1.4180(conc=0.90)
CaCl2 0.2 0.80 0.92 (conc = 0.2)
CaCl2 0.4 0.87 –
CaCl2 0.6 1.09 1.07 (conc = 0.65)
CaCl2 0.8 1.14 1.07 (conc = 0.65)
CaCl2 1.0 1.21 1.17 (conc = 0.97)
BaCl2 0.2 0.78 1.06 (conc=0.25)
BaCl2 0.4 0.877 –
BaCl2 0.6 1.09 1.12 (conc=0.499)
BaCl2 0.8 1.16 –
BaCl2 1.0 1.25 1.27 (conc=0.999)
AlCl3 0.2 0.843 –
AlCl3 0.4 0.9644 –
AlCl3 0.6 1.210 1.27
AlCl3 0.8 1.35 –
AlCl3 1.0 1.862 1.83

Source: Own elaboration
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B.8 Surface tension of electrolyte-ion systems at different
concentrations
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FIGURE B.17: Densities of the anions and cations of the systems under study along the
direction perpendicular to film. Source: Own elaboration.
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FIGURE B.18: Number of interfacial hydrogen bonds in electrolytic solutions in relation
to the concentration. Source: Own elaboration.

-8000.0

-7500.0

-7000.0

-6500.0

-6000.0

-5500.0

-5000.0

-4500.0

-4000.0

0.0 0.2 0.4 0.6 0.8 1.0

S
la

b
-w

at
er

 i
n

te
ra

ct
io

n
 e

n
er

g
y

 

  
  

  
  

  
  

  
 (

k
ca

l/
m

o
l)

Concentration (M)

LiCl MgCl2 AlCl3
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C.1 S1. Average velocity during the viscous regime during
nanocapillary imbibition in amorphous silica channels

The maximum velocity during the viscous regime of the nanocapillary imbibition
is calculated from the slope of the length vs time plot, and is shown in fig B.2. The
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FIGURE C.1: Average velocity during the viscous regime during the nanocapillary imbi-
bition at different electric field strength applied parallel to the flow direction.The dotted
lines represents the tendency of monotonic decrease of the maximum velocity observed

during the process. Source: Own elaboration.

maximum velocities are calculated as an average velocites observed between 4-8
nm from the channel distance, which guarantees that the inertial effects are negli-
gible. We observe a monotonic decrease in the maximum velocity of the meniscus
with increase in the field strength of the applied electric field.
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C.2 S2. Orientation distribution of angle between the wa-
ter dipole vector and the vector normal to the silica sur-
face at different distance from the silica-wall for case
without applied electric field
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FIGURE C.2: Distribution function of angle between the water dipole and the normal to
the silica wall for case without applied electric field. Source: Own elaboration.

It can be observed figure B.4 that the dipole orientation quickly converge to
the bulk value at the distance away from 0.6 nm. This indicates that the surface
walls of the capillary nanochannel significantly alter the water dipole orientation
at the wall-water interface even in the absence of external electric field. This could
probably be caused by the interaction of water molecules with the local electric
field produced by the atoms of the wall.

C.3 S3.Orientation distribution of the angle between the
vector normal to the silica wall and the vector join-
ing the two hydrogen bonds for different applied field
strength.

A complete picture of orientation of water molecules near a surface requieres
the distribution function of two important angles made by the atoms of water
molecules: 1) The angle between the water dipole and the vector normal to the
silica walls. 2) The angle made by the vector connecting two hydrogen atoms
with the vector normal to the silica walls. We plot the latter in figure B.5.



C.3. S3.Orientation distribution of the angle between the vector normal to the
silica wall and the vector joining the two hydrogen bonds for different applied
field strength.
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C.4 S4. Orientation distribution of angle between the wa-
ter dipole vector and the vector normal to the silica sur-
face distance between 0-0.5 nm from the silica-wall for
different applied electric field
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